ABSTRACT OF THE SEMINAR
Temporal  video  segmentation  is  the  first  step  towards  automatic annotation  of  digital video  for  browsing  and  retrieval. This  article  gives  an overview  of  existing  techniques  for  video segmentation  that operate on both uncompressed and compressed video  stream. The performance, relative merits and limitations of each of  the approaches  are comprehensively  discussed and contrasted. The gradual development of the techniques and how the uncompressed domain methods were tailored and applied  into compressed domain are considered. In addition  to the algorithms  for shot boundaries detection, the related topic of camera operation recognition is also reviewed.
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1.  INTRODUCTION 
Recent  advances  in multimedia compression  technology,  coupled with  the  significant  increase  in computer performance and the growth of Internet, have led to the widespread use and availability of digital  video.  Applications such  as  digital  libraries,  distance  learning,  video-on-demand,  digital video broadcast, interactive TV, multimedia  information systems generate and use  large collections of  video  data.  This  has  created  a  need  for  tools  that  can  efficiently  index,  search,  browse and retrieve relevant material. Consequently, several content-based retrieval systems for organizing and managing video databases have been recently proposed [8,26,34].
As shown in Figure 1, temporal video segmentation is the first step towards automatic annotation of
digital  video  sequences.  Its  goal  is  to  divide  the  video  stream  into  a  set  of  meaningful  and
manageable  segments  (shots)  that  are  used  as  basic  elements  for  indexing.  Each  shot  is  then
represented by  selecting key  frames and  indexed by  extracting  spatial  and  temporal  features. The
retrieval is based on the similarity between the feature vector of the query and already stored video
features.
[image: ]
A shot  is defined as an unbroken sequence of frames  taken  from one camera. There are  two basic
types of shot transitions: abrupt and gradual. Abrupt transitions (cuts) are simpler,  they occur  in a
single  frame when  stopping and  restarting  the camera. Although many  kinds  of  cinematic  effects
could be applied to artificially combine two shots, and thus to create gradual transitions, most often
fades and dissolves are used. A fade out is a slow decrease  in brightness resulting  in a black frame;
a  fade  in  is a gradual  increase  in  intensity starting  from a black  image. Dissolves show one  image
superimposed on the other as the frames of the first shot get dimmer and these of the second one get
brighter. Figure 2 shows an example of dissolve and cut. Fade out followed by  fade  in  is presented
in Figure 3.
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Gradual  transitions are more difficult  to detect than cuts. They must be distinguished  from camera
operations  (Figure 4) and object movement that exhibit temporal variances of  the  same order and
cause  false  positives.  It  is  particularly  difficult  to  detect  dissolves  between  sequences  involving
intensive motion [14,44,47].
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Camera operation  recognition  is an  important  issue also  for another reason. As camera operations
usually explicitly reflect how the attention of  the viewer should be directed, the clues obtained are
useful  for  key  frame  selection.  For  example, when  a camera  pans  over  a  scene,  the entire  video
sequence  belongs  to  one  shot  but the content  of  the  scene could  change  substantially,  thus
suggesting  the use of more  than one key  frame. Also, when  the camera zooms,  the  images  at the
beginning and end of the zoom may be considered as representative of the entire shot. Furthermore,
recognizing  camera  operations  allows  the construction  of  salient  video  stills  [38]  –  static  images
that efficiently represent video content.

Algorithms for shot boundaries detection were already discussed  in several review papers. Ahanger
and Little  [2] presented a survey  in video  indexing,  including some  techniques  for  temporal video
segmentation mainly  in uncompressed domain.  Idris and Panchanathan  [16] surveyed methods  for
content-based  indexing  in  image and video databases  focusing  on  feature extraction. A  review  of
video parsing is presented but it mainly includes methods that operate on uncompressed domain and
detect cuts. The goal of  this paper  is  to provide a comprehensive  taxonomy and critical  survey of
the existing  approaches  for  temporal  video  segmentation  in both  uncompressed  and  compressed
video. The performance, relative merits and shortcomings of each approach are discussed  in detail.
A  special attention  is given  to  the gradual development and  improvement of  the  techniques,  their
relationships  and  similarities,  in  particular  how  the  uncompressed domain methods were  tailored
and  imported  into  the compressed domain.  In  addition  to  the algorithms  for  shot  boundaries   
detection, the related topic of camera operation recognition is also discussed.

The  paper  is  organized  as  follows.  In  the  next  section  we  review  shot  boundaries  detection
techniques starting  with  approaches  in  uncompressed domain  and  then  moving  to  compressed
domain via an  introduction to MPEG fundamentals. An overview of methods for camera operation
recognition is presented in Section 3. Finally, a summary with future directions concludes the paper.

2. TEMPORAL VIDEO SEGMENTATION
More  than eight years of  temporal video segmentation  research have  resulted  in a great variety of
algorithms. Early work  focus on cut detection, while more  recent techniques deal with  the  harder
problem - gradual transitions detection.
2.1 Temporal Video Segmentation in Uncompressed Domain
The majority  of  algorithms  process  uncompressed video.  Usually,  a  similarity  measure  between successive  images  is  defined. When  two  images  are  sufficiently  dissimilar,  there may be a cut. Gradual  transitions  are  found by  using  cumulative  difference  measures  and  more  sophisticated.
Based on the metrics used to detect the difference between successive frames, the algorithms can be divided broadly into three categories: pixel, block-based and histogram comparisons.

2.1.1 Pixel Comparison
Pair-wise pixel comparison (also called template matching) evaluates the differences  in  intensity or color values of corresponding pixels in two successive frames.
The  simplest way  is  to  calculate  the absolute  sum  of  pixel  differences  and  compare  it  against  a threshold [18]:
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where i and  i+1 are two successive  frames with dimension  Y X u ,  y x Pi , is  the  intensity value of the pixel at the coordinates   y x,  in frame i, c  is  index for the color components (e.g.  ^ ` B G R c ,in case of RGB color system) and   c y x Pi,  is the color component of the pixel at  y x,  in frame i. A  cut  is  detected  if  the  difference  ) 1 , (  i i D   is  above a  prespecified  threshold  T.  The  main disadvantage of  this method  is  that  it  is not able  to distinguish between a  large change  in a  small area and a small change  in a  large area. For example, cuts are misdetected when a small part of the frame undergoes a  large,  rapid change. Therefore, methods based on  simple pixel  comparison aresensitive to object and camera movements.
A  possible  improvement  is  to  count the  number  of  pixels  that  change  in value more  than  some threshold and to compare the total against a second threshold [25,45]:
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If the percentage of changed pixels  ) , ( 1 i i D  is greater than a threshold T2, a cut is detected.
Although some  irrelevant  frame differences are  filtered out,  these approaches are  still  sensitive  to object and camera movements. For example, if camera pans, a large number of pixels can be judged as changed, even though there is actually a shift with a few pixels. It is possible to reduce this effect to  a certain  extend by  the application  of  a  smoothing  filter:  before  the comparison  each  pixel  is replaced by the mean value of its neighbours.

2.1.2 Block-based comparison
In  contrast  to  template  matching  that  is  based  on  global  image  characteristic  (pixel  by  pixel differences),  block-based  approaches  use  local  characteristic  to  increase  the  robustness  to  camera and  object  movement.  Each  frame  i  is  divided  into  b  blocks  that  are compared  with  their corresponding blocks in i+1. Typically, the difference between i and i+1 is measured by
[image: ]

where ck    is a predetermined coefficient  for  the block  k  and  ) , 1 , ( k i i DP  is  a  partial match value between the k th  blocks in i and i+1 frames. In [17] corresponding blocks are compared using a  likelihood ratio:
[image: ]
where i k, P ,  1 ,   i k P   are  the  mean  intensity  values  for  the  two  corresponding blocks  k  in  the
consecutive  frames  i and  i+1, and  i k, V , 1 ,  i k V  are their variances,  respectively. Then,  the number
of blocks for which the likelihood ratio is greater than a threshold T1 is counted:
[image: ]
Compared to template matching, this method is more tolerant to slow and small object motion from
frame  to  frame. On  the  other  hand,  it  is  slower  due  to  the  complexity  of  the  statistical  formulas.
Additional  potential  disadvantage  is  that  no  change  will  be  detected  in  the case  of  two
corresponding blocks  that  are  different  but  have  the  same  density  function.  Such  situations,
however, are very unlikely.
Another block-based  technique  is proposed by Shahraray  [32]. The  frame  is divided  into 12 non-
overlapping blocks. For each of them the best match is found in the respective neighborhoods in the      
previous  image  based  on  image  intensity  values.  A  non-linear  order  statistics  filter  is  used  to
combine  the match values,  i.e.  the weight of a match value  in Eq.3 will depend on  its order  in  the
match value list. Thus, the effect of camera and object movements is further suppressed. The author
claims that such similarity measure of  two  images  is more consistent with human  judgement. Both
cuts  and gradual  transitions  are  detected.  Cuts  are  found using  thresholds  like  in  the  other
approaches  that are discussed while gradual  transitions are detected by  identifying  sustained  low-
level increase in match values.
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2.1.3 Histogram comparison
A  step  further  towards  reducing  sensitivity  to  camera  and  object  movements  can be  done  by
comparing  the  histograms  of  successive  images.  The  idea  behind histogram-based  approaches  is
that two frames with unchanging background and unchanging (although moving) objects will have
little  difference  in  their  histograms.  In  addition,  histograms  are  invariant  to  image  rotation  and
change slowly under the variations of viewing angle and scale [35]. As a disadvantage one can note
that  two  images  with  similar  histograms  may  have completely  different  content.  However,  the
probability for such events  is  low enough, moreover techniques  for dealing with  this problem have
already been proposed in [28].
2.1.3.1 Global Histogram Comparison
The simplest approach uses an adaptation of the metrics from Eq.1: instead of intensity values, graylevel  histograms  are compared  [25,39,45].  A  cut  is  declared  if  the  absolute  sum  of  histogram differences between two successive frames  ) 1 , (  i i D is greater than a threshold T:
[image: ]
where  ) ( j Hi is the histogram value for the gray level  j  in the frame i, j is the gray value and n is the total number of gray levels.
Another  simple and  very  effective approach  is  to  compare color  histograms. Zhang, Kankanhalli
and Smoliar [45] apply Eq.6 where j, instead of gray  levels, denotes a code value derived  from  the
three color  intensities  of  a  pixel.  In  order  to  reduce  the  bin number (3  colors  x  8 bits  create
histograms with 224 bins), only  the upper  two bits of each color  intensity are used  to compose  the
color code. The comparison of the resulting 64 bins has been shown to give sufficient accuracy. To
 enhance the difference between two frames across a cut, several authors [25] propose the use of the
2 F test to compare the (color) histograms  ) ( j Hi  and  ) ( 1 j H i of the two successive frames i and
i+1:
[image: ]
2.1.3.2 Local Histogram Comparison
As  it was already discussed, histogram based approaches are simple and more robust to object and camera movements but they  ignore  the  spatial  information and,  therefore,  fail when  two  different images have similar histograms. On  the other hand, block based comparison methods make use of spatial  information.  They  typically  perform  better  than  pair-wise  pixel  comparison but  are  still sensitive  to camera and object motion and are also computationally expensive. By  integrating  the two paradigms,  false  alarms  due  to  camera and  object movement  can be  reduced  while  enough spatial information is retained to produce more accurate results.

The frame-to-frame difference of frame i and frame i+1 is computed as:
[image: ]
where  ) , ( k j Hi  denotes the histogram value at gray level j for the region (block) k and b  is the total number of the blocks.
For example, Nagasaka and Tanaka  [25] compare  several  statistics  based  on  gray-level  and  color pixel differences and histogram comparisons. The best results were obtained by breaking the  image into 16 equal-sized regions, using 2F  test on color histograms  for  these regions and discarding  thelargest differences to reduce the effects of noise, object and camera movements. Another approach based on  local histogram comparison  is proposed by Swanberg  et al.  [36]. 
The partial difference is measured by comparing  the color RGB histograms of  the blocks using the following equation:
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6. CONCLUSION
Temporal  video  segmentation  is  the  first  step  towards  automatic  annotation of  digital  video  for browsing  and  retrieval.  It is  an  active area  of  research gaining  attention  from  several  research communities  including  image  processing,  computer  vision,  pattern  recognition  and  artificial intelligence.
In this paper we have classified and reviewed existing approaches for temporal video segmentation and  camera  operations  recognition  discussing  their relative advantages  and  disadvantages. More than eight years of video segmentation research have resulted in a great variety of approaches. Early work focused on cut detection, while more recent techniques deal with gradual transition detection. The majority of algorithms process uncompressed video. They can be broadly  classified  into  five categories.  Since  the  video  is  likely  to  be  stored  in  compressed  format,  several algorithms which operate directly on the compressed video stream were reported.
This research also confirms the need for benchmark video sequences and unified evaluation criteria that  will  allow  consistent  comparison  and precise evaluation of  the  various  techniques.  The benchmark  sequences should contain enough  representative  data  for  the  possible  types  of  camera operations  and  shot transitions,  including  complex  gradual transition  (i.e.  between  sequences involving motion). The evaluation should take into consideration the type of application that indeed may require different trade-off between recall and precision. In case of gradual transition detection, an important evaluation criteria is the algorithm's ability to determine exactly between which frames the  transition occurs and  to classify  the  type of  the  transition  (dissolve,  fade, etc.).
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Figure 2. Dissolve, cut
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Figure 4. Basic camera operations: fixed, zooming (focal length change of a stationary camera),
panning/tilting (camera rotation around its horizontal/vertical axis), tracking/ booming

(horizontal/vertical transverse movement) and do/lying (horizontal lateral movement)
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Figure 5. Net comparison algorithm: base windows Bj;
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Figure 1. Content-based retrieval of video databases




