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Speed Detection of moving vehicle using speed cameras 	Definition

 Although there is good road safety performance the number of people killed and injured on our roads remain unacceptably high. So the roads safety strategy was published or introduced to support the new casualty reduction targets. The road safety strategy includes all forms of invention based on the engineering and education and enforcement and recognizes that there are many different factors that lead to traffic collisions and casualties. The main reason is speed of vehicle. We use traffic lights and other traffic manager to reduce the speed. One among them is speed cameras. 

 Speed cameras on the side of urban and rural roads, usually placed to catch transgressors of the stipulated speed limit for that road. The speed cameras, the solely to identify and prosecute those drivers that pass by the them when exceed the stipulated speed limit. 

 At first glance this seemed to be reasonable that the road users do not exceed the speed limit must be a good thing because it increases road safety, reduces accidents and protect other road users and pedestrians. 
 So speed limits are good idea. To enforce these speed limit; laws are passed making speed an offence and signs are erected were of to indicate the maximum permissible speeds. The police can't be every where to enforce the speed limit and so enforcement cameras art director to do this work; on one who's got an ounce of Commons sense, the deliberately drive through speed camera in order fined and penalized . 

 So nearly everyone slowdown for the speed Camera. We finally have a solution to the speeding problem. Now if we are to assume that speed cameras are the only way to make driver's slowdown, and they work efficiently, then we would expect there to be a great number of these every were and that day would be highly visible and identifiable to make a drivers slow down.


 Report..



ABSTRACT:
 This seminar presents algorithms for vision-based detection and classification of vehicles in monocular image sequences of traffic scenes recorded by a stationary camera. Processing is done at three levels: raw images, region level and vehicle level. Vehicles are modeled as rectangular patches with certain dynamic behavior. The proposed method is based on the establishment of correspondences between regions and vehicles, as the vehicles move through the image sequence. Experimental results from highway scenes are provided which demonstrate the effectiveness of the method. An interactive camera calibration tool is used for recovering the camera parameters using features in the image selected by the user. 

 1. INTRODUCTION:
 A system that automatically capturing image of a moving vehicle and recording data parameters, such as date, time, speed operator, location, etc. on the image. A capture window that comprises a predetermined range of distances of the system from the moving vehicle can be set by the operator so that the image of the moving vehicle is automatically captured when it enters the capture window. The capture window distance can be entered manually through a keyboard or automatically using the laser speed gun. Automatic focusing is provided using distance information from the laser speed gun. Traffic management and information systems rely on a suite of sensors for estimating traffic parameters. Magnetic loop detectors are often used to count vehicles passing over them. Vision-based video monitoring systems offer a number of advantages. In addition to vehicle counts, a much larger set of traffic parameters such as vehicle classifications, lane changes, etc. can be measured. Besides, cameras are much less disruptive to install than loop detectors. Vehicle classification is important in the computation of the percentages of vehicle classes that use state-aid streets and highways. The current situation is described by outdated data and often, human operators manually count vehicles at a specific street. The use of an automated system can lead to accurate design of pavements (e.g., the decision about thickness) with obvious results in cost and quality. Even in large metropolitan areas, there is a need for data about vehicle classes that use a particular street. A classification system can provide important data for a particular design scenario. Here system uses a single camera mounted on a pole or other tall structure, looking down on the traffic scene. It can be used for detecting and classifying vehicles in multiple lanes and for any direction of traffic flow. The system requires only the camera calibration parameters and direction of traffic for initialization. The seminar starts by describing a camera calibration tool, experimental results are presented, and finally conclusions are drawn.

 INDEX TERMS:
 1. VEHICLE TRACKING
 2. VEHICLE DETECTION
 3. VEHICLE CLASSIFIACTION
 4. CAMERA CALIBRATION

 STAGES INVOLVED:
 2. SEGEMENTATION:
 The first step in detecting vehicles is segmenting the image to separate the vehicles from the background. There are various approaches to this, with varying degrees of effectiveness.


 REQUIREMENTS FOR SEGMENTATION:

 1. It should accurately separate vehicles from the background.
 2. It should be fast enough to operate in real time.
 3. It should be insensitive to lighting and weather conditions. 
 4. It should require a minimal amount of initialization. 




 PROBABILISSTIC APPROACH 

 ? The expectation maximization (EM) method to classify each pixel as moving object. 

 ? Kalman filtering is used to predict the background image during the next update interval. The error between the prediction and the actual background image is used to update the Kalman filter state variables. 

 ? This method has the advantage that it automatically adapts to changes in lighting and weather conditions. 

 ? However, it needs to be initialized with an image of the background without any vehicles present. 

 TIME DIFFERENCING APPROACH

 ? It consists of subtracting successive frames (or frames a fixed interval apart). 

 ? This method is insensitive to lighting conditions and has the advantage of not requiring initialization with a background image. 

 ? However, this method produces many small regions that can be difficult to separate from noise. 

 SELF-ADAPTIVE BACKGROUND SUBTRACTION

 A self-adaptive background subtraction method is used for segmentation. This method automatically extracts the background from a video sequence and so manual initialization is not required. This segmentation technique consists of three tasks:

 A. SEGMENTATION

 For each frame of the video sequence (referred to as current image), we take the difference between the current image and the current background giving the difference image. The difference image is thresholded to give a binary object mask. The object mask is a binary image such that all pixels that correspond to foreground objects have the value 1, and all the other pixels are set to value 0.

 B. ADAPTIVE BACKGROUND UPDATE

 We update the background by taking a weighted average of the current background and the current frame of the video sequence. However, the current image also contains foreground objects. Therefore, before we do the update we need to classify the pixels as foreground and background and then use only the background pixels from the current image to modify the current background. 

 ? BINARY OBJECT MASS AS GATING FUNCTION:

 The binary object mask is used to distinguish the foreground pixels from the background pixels. The object mask decides which image to sample for updating the background. At those locations where the mask is 0 (corresponding to the background pixels), the current image is sampled. At those locations where the mask is 1 â€œ corresponding to foreground pixels â€œ the current background is sampled.

 ? BACKGROUND UPDATE:

 The result of this is what we call the instantaneous background. The current background is set to be the weighted average of the instantaneous and the current background:

 CB =aIB + (1-a) CB. (1)

 ? ESTIMATION OF WEIGHT:

 The weights assigned to the current and instantaneous background affect the update speed. We want the update speed to be fast enough so that changes in brightness are captured quickly, but slow enough so that momentary changes do not persist for an unduly long amount of time. The weight has been empirically determined to be 0.1.This gives the best tradeoff in terms of update speed and insensitivity to momentary changes.

 COMPUTATION OF THE INSTANTANEOUS BACKGROUND

 C. DYNAMIC THRESHOLD UPDATE

 After subtracting the current image from the current background, the resultant difference image has to be thresholded to get the binary object mask. Since the background changes dynamically, a static threshold cannot be used to compute the object mask. Moreover, since the object mask itself is used in updating the current background, a poorly set threshold would result in poor segmentation. Therefore we need a way to update the threshold as the current background changes. The difference image is used to update the threshold. In our images, a major portion of the image consists of the background. Therefore the difference image would consist of a large number of pixels having low values, and a small number of pixels having high values. We use this observation in deciding the threshold. The histogram of the difference image will have high values for low pixel intensities and low values for the higher pixel intensities. To set the threshold, we need to look for a dip in the histogram that occurs to the right of the peak. Starting from the pixel value corresponding to the peak of the histogram, we search towards increasing pixel intensities for a location on the histogram that has a value significantly lower than the peak value (we use 10% of the peak value). The corresponding pixel value is used as the new threshold.

 D. AUTOMATIC BACKGROUND EXTRACTION

 In video sequences of highway traffic it might be impossible to acquire an image of the background. A method that can automatically extract the background from a sequence of video images would be very useful. It is assumed that the background is stationary and any object that has significant motion is considered part of the foreground. The method works with video images gradually build up the background image over time. The background and threshold updating described above is done at periodic update intervals. To extract the background, we compute a binary motion mask by subtracting images from two successive update intervals. All pixels that have moved between these update intervals are considered part of the foreground. To compute the motion mask for frame i (MMi), the binary object masks from update interval i (OMi) and update interval i-1 (OMi-1) are used. The motion mask is computed as:
 MMi = ~OMi-1 & OMi. (2)
 This motion mask is now used as the gating function to compute the instantaneous background as described above. Over a sequence of frames the current background looks similar to the background in the current image. 

 E. SELF-ADAPTIVE BACKGROUND SUBTRACTION

 (A) INITIAL BACKGROUND PROVIDED TO THE ALGORITHM.
 (B) IMAGE OF THE SCENE AT DUSK.

 © CURRENT BACKGROUND AFTER 4 S.
 (D) CURRENT BACKGROUND AFTER 6 S.

 (E) CURRENT BACKGROUND AFTER 8 S.

 BACKGROUND ADAPTATION TO CHANGES IN LIGHTING CONDITIONS.
 Self-Adaptive Background Subtraction Results shows some images that demonstrate the effectiveness of our self-adaptive background subtraction method. The image (a) was taken during the day. This was given as the initial background to the algorithm. The image (b) shows the same image at dusk. The images ©, (d), and (e) show how the background adaptation algorithm updates the background so that it closely matches the background of image (b). 3. REGION TRACKING:

 A vision-based traffic monitoring system needs to be able to track vehicles through the video sequence. Tracking eliminates multiple counts in vehicle counting applications. Moreover, the tracking information can also be used to derive other useful information like vehicle velocities. In applications like vehicle classification, the tracking information can also be used to refine the vehicle type and correct for errors caused due to occlusions. The output of the segmentation step is a binary object mask. We perform region extraction on this mask. In the region tracking step, we want to associate regions in frame i with the regions in frame i+1. This allows us to compute the velocity of the region as it moves across the image and also helps in the vehicle tracking stage. There are certain problems that need to be handled for reliable and robust region tracking. When considering the regions in frame i and frame i+1 the following problems might occur:

 A region might disappear. Some of the reasons why this may happen are:

 ? The vehicle that corresponded to this region is no longer visible in the image, and hence its region disappears.

 ? Vehicles are shiny metallic objects. The pattern of reflection seen by the camera changes as the vehicles move across the scene. The segmentation process uses thresholding, which is prone to noise. At some point in the scene, the pattern of reflection from a vehicle might fall below the threshold and hence those pixels will not be considered as foreground. Therefore the region might disappear even though the vehicle is still visible.

 ? A vehicle might become occluded by some part of the background or another vehicle.

 A new region might appear. Some possible reasons for this are:

 ? A new vehicle enters the field of view of the camera and so a new region corresponding to this vehicle appears.

 ? For the same reason as that mentioned above, as the pattern of reflections from a vehicle changes, itâ„¢s intensity might now rise above the threshold used for segmentation, and the region corresponding to this vehicle is now detected.
 ? A previously occluded vehicle might become not occluded. 
 A single region in frame i-1 might split into multiple regions in frame i because:

 frame i-1 frame i 

 Previous region P Current region C

 ? Two or more vehicles might have been passing close enough to each other that they occlude (or are occluded) and hence are detected as one connected region. As these vehicles move apart and are not occluded, the region corresponding to these vehicles might split up into multiple regions.

 ? Due to noise and errors during the thresholding process, a single vehicle that was detected as a single region might be detected as multiple regions as it moves across the image.

 Multiple regions may merge. Some reasons why this may occur are: Multiple vehicles (each of which were detected as one or more regions) might occlude each other and during segmentation get detected as a single region.
 ? Due to errors in thresholding, a vehicle that was detected as multiple regions might later be detected as a single region.

 We form an association graph between the regions from the previous frame and the regions in the current frame. We model the region tracking problem as a problem of finding the maximal weight graph. The association graph is a bipartite graph where each vertex corresponds to a region. All the vertices in one partition of this graph correspond to regions from the previous frame, P and all the vertices in the other partition correspond to regions in the current frame, C. An edge Eij between vertices Vi and Vj indicates that the previous region Pi is associated with the current region Cj. A weight w is assigned to each edge Eij. The weight of edge Eij is calculated as
 w (Eij) =A (PinCj)
 i.e., the weight of edge Eij is the area of overlap between region Pi and region Cj. 

 BUILDING THE ASSOCIATION GRAPH

 The region extraction step is done for each frame resulting in new regions being detected. These become the current regions, C. The current regions from frame i become the previous regions P in frame i+1. To add the edges in this graph, a score is computed between each previous region Pi and each current region Cj. The score s is a pair of values . It is a measure of how closely a previous region Pi matches a current region Cj. The area of intersection between Pi and Cj is used in computing

 sp c= A (PinCj)

 sc p= A (PinCj)

 This makes the score s independent of the actual area of both regions Pi and Cj.
 ADDING EDGES
 Each previous region Pi is compared with each current region Cj and the area of intersection between Pi and Cj is computed. The current region Cimax that has the maximum value for sp c with Pi is determined. An edge is added between Pi and Cimax. Similarly, for each region Cj, the previous region Pjmax that has the maximum value for sc p with Cj is determined. An edge is added between vertices Pjmax and Cj. The rationale for having a two-part score is that it allows us to handle region splits and merges correctly. Moreover, by always selecting the region Cimax (Pjmax) that has the maximum value for sp c (sc p) we do not need to set any arbitrary thresholds to determine if an edge should be added between two regions. This also ensures that the resultant association graph generated is a maximal weight graph. 

 RESOLVING CONFLICTS

 When the edges are added to the association graph as described above, we might possibly get a graph of the form shown in Figure. In this case, P0 can be associated with C0 or C1, or both C0 and C1 (similarly, for P1). To be able to use this graph for tracking we need to choose one assignment from among these. We enforce the following constraint on the association graph â€œ in every connected component of the graph only one vertex may have degree greater than 1. A graph that meets this constraint is considered a conflict-free graph. A connected component that does not meet this constraint is considered a conflict component. For each conflict component we add edges in increasing order of weight if and only if adding the edge does not violate the constraint mentioned above. If adding an edge Eij will violate the constraint, we simply ignore the edge and select the next one. The resulting graph may be sub-optimal (in terms of weight); however, this does not have an unduly large effect on the tracking and is good enough in most cases. 
 4. RECOVERY OF VEHICLE PARAMETERS:


 To be able to detect and classify vehicles, the location, length, width and velocity of the regions (which are vehicle fragments) needs to be recovered from the image. Knowledge of camera calibration parameters is necessary in estimating these attributes. Accurate calibration can therefore significantly impact the computation of vehicle velocities and classification. Calibration parameters are usually difficult to obtain from the scene as they are rarely measured when the camera is installed. Moreover, since the cameras are installed approximately 20-30 feet above the ground, it is usually difficult to measure certain quantities such as pan and tilt that can help in computing the calibration parameters. Therefore, it becomes difficult to calibrate after the camera has been installed. One way to compute the camera parameters is to use known facts about the scene. For example, we know that the road, for the most part, is restricted to a plane. We also know that the lane markings are parallel and lengths of markings as well as distances between those markings are precisely specified. Once the camera parameters are computed, any point on the image can be back-projected onto the road. Therefore, we have a way of finding the distance between any two points on the road by knowing their image locations. The system can then compute the calibration parameters automatically. The proposed system is easy to use and intuitive to operate, using obvious landmarks, such as lane markings, and familiar tools, such as a linedrawing tool. The Graphical User Interface (GUI) allows the user to first open an image of the scene. The user is then able to draw different lines and optionally assign lengths to those lines. The user may first draw lines that represent lane separation. They may then draw lines to designate the width of the lanes. The user may also designate known lengths in conjunction with the lane separation marks. An additional feature of the interface is that it allows the user to define traffic lanes in the video, and also the direction of traffic in these lanes. Also, special hot spots can be indicated on the image, such as the location where we want to compute vehicles' speeds. The only real difficulty arose with respect to accuracy in determining distances in the direction of the road. Some of these inaccuracies arise because the markings on the road themselves are not precise. Another part of the inaccuracy depends on the userâ„¢s ability to mark endpoints in the image. 
 5. VEHICLE IDENTIFICATION
 A vehicle is made up of (possibly multiple) regions. The vehicle identification stage groups regions together to form vehicles. New regions that do not belong to any vehicle are considered orphan regions. A vehicle is modeled as a rectangular patch whose dimensions depend on the dimensions of its constituent regions. Thresholds are set for the minimum and maximum sizes of vehicles based on typical dimensions of vehicles. A new vehicle is created when an orphan region of sufficient size is tracked over a sequence of a number of frames.

 6. VEHICLE TRACKING
 Our vehicle model is based on the assumption that the scene has a flat ground. A vehicle is modeled as a rectangular patch whose dimensions depend on its location in the image. The dimensions are equal to the projection of the vehicle at the corresponding location in the scene. A vehicle consists of one or more regions, and a region might be owned by zero or more vehicles. The region tracking stage produces a conflict-free association graph that describes the relations between regions from the previous frame and regions from the current frame. The vehicle tracking stage updates the location, velocity and dimensions of each vehicle based on this association graph. The location and dimensions of a vehicle are computed as the bounding box of all its constituent blobs. The velocity is computed as the weighted average of the velocities of its constituent blobs. The weight for a region Pi ? vehicle v is calculated as: is the area of overlap between vehicle v and region Pi. The vehicleâ„¢s velocity is used to predict its location in the next frame. A region can be in one of five possible states. The vehicle tracker performs different actions depending on the state of each region that is owned by a vehicle. The states and corresponding actions performed by the tracker are:

 1. Update: A previous region Pi matches exactly one current region Cj. The tracker simply updates the ownership relation so that the vehicle v that owned Pi now owns Cj.

 2. Merge: Regions Pi Â¦. Pk merges into a single region Cj. The area of overlap between each vehicle assigned to Pi Â¦ Pk is computed with Cj, if the overlap is above a minimum threshold, Cj is assigned to that vehicle.

 3. Split: Region Pi splits into regions Cj Â¦ Ck. Again the area of overlap between each vehicle v ? Pi is computed with Cj Â¦ Ck. If it is greater than a minimum value, the region is assigned to v.

 4. Disappear: A region Pi P is not matched by any Cj C. The region is simply removed from all the vehicles that owned it. If a vehicle loses all its regions, it becomes a phantom vehicle. Sometimes a vehicle may become temporarily occluded and then later reappear. Phantoms prevent such a non-occluded vehicle from being considered a new vehicle. A phantom is kept around for a few frames (3), and if it cannot be resurrected within this time, it is removed.

 5. Appear: A region Cj C does not match any Pi P. We check Cj with the phantom vehicles. If a phantom vehicle overlaps new region(s) of sufficient area, it is resurrected. If the region does not belong to a phantom vehicle and is of sufficient size, a new vehicle is created.
 7. VEHICLE CLASSIFICATION:

 To be useful, a vehicle classification system should categorize vehicles into a sufficiently large number of classes. However as the number of categories increases, the processing time required to do the classification also increases. Therefore, a hierarchical classification method is needed which can quickly categorize vehicles at a coarse granularity. Then depending on the application, further classification at the desired level of granularity can be done. We use vehicle dimensions to classify vehicles into two categories: cars (which constitute the majority of vehicles) and non-cars (vans, SUVs, pickup trucks, tractor-trailers, semis and buses). Separating, say SUVs from pickup trucks would require the use of more sophisticated, shape-based techniques. However, doing a coarse, dimension-based classification at the top-level significantly reduces the amount of work that needs to be done at a lower level. The final goal of our system is to be able to do a vehicle classification at multiple levels of granularity but currently, we classify vehicles into the aforementioned categories (based on the needs of the funding agency). Since classification is done based on the dimensions of vehicles, we compute the actual length and height of the vehicles. Due to the camera orientation, the computed height is actually a combination of the vehicleâ„¢s width and height. It is not possible to separate the two using merely vehicle boundaries in the image and camera parameters. The category of a vehicle is determined from its length and this combined value. We took a sample of 50 cars and 50 trucks and calculated the mean and variance of these samples. We used the combined width/height value for the vehicle height computed using the camera calibration parameters. From these samples, we were able to compute a discriminant function that can be used to classify vehicles. The average dimensions of a truck are only slightly larger than the dimensions of the average car. In some cases, cars may actually be longer and wider than trucks (i.e., a Cadillac vs. a small pickup). This ambiguity allows some error to enter the system when we define a decision boundary.

 8. RESULTS:
 The system was implemented on a dual Pentium 400 MHz PC equipped with a C80 Matrox Genesis vision board. The processing is done at a frame rate of 15 fps. With more optimized algorithms, the processing time per frame could be reduced significantly. Errors in detection were most frequently due to occlusions and/or poor segmentation. Because of imperfections in updating the background, noise can be added or subtracted from the detected vehicles. At times, the noise is sufficient enough to cause the detected object to become too large or too small to be considered a vehicle. Also, when multiple vehicles occlude each other, they are often detected as a single vehicle. However, if the vehicles later move apart, the tracker is robust enough to correctly identify them as separate vehicles. Unfortunately, the two vehicles will continue to persist as a single vehicle if the relative motion between them is small. In such a case, the count of vehicles is incorrect. Another thing to note is that the images we used are grayscale. Since our segmentation approach is intensity based, vehicles whose intensity is similar to the road surface are sometimes missed, or detected as fragments that are too small to be reliably separated from noise. This too will cause an incorrect vehicle count. Classification errors were mostly due to the small separation between vehicle classes. Because size is used as metric, it is impossible to correctly classify all vehicles. The algorithm is general enough to work with multiple traffic directions. Also, data was acquired on an overcast day thus removing the problem of shadows. 

 9. CONCLUSION AND FUTURE WORK:
 We have presented a model-based vehicle tracking and classification system capable of working robustly under most circumstances. The system is general enough to be capable of detecting, tracking and classifying vehicles while requiring only minimal scene-specific knowledge. In addition to the vehicle category, the system provides location and velocity information for each vehicle as long as it is visible. Initial experimental results from highway scenes were presented. To enable classification into a larger number of categories, we intend to use a non-rigid model-based approach to classify vehicles. Parameterized 3D models of exemplars of each category will be used. Given the camera calibration a 2D projection of the model will be formed from this viewpoint. This projection will be compared with the vehicles in the image to determine the class of the vehicle.
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 A traffic enforcement camera is a system, including a camera and a vehicle-monitoring device, used to detect and identify vehicles disobeying a speed limit or some other road legal requirement. Examples include:
 Speed cameras for identifying vehicles traveling over the legal speed limit. 
 Many such devices use radar to measure a vehicle's instantaneous speed.
 Sets of multiple cameras with number-plate recognition software which can check the average speed of a vehicle between two points.
 Red light cameras to detect vehicles which cross a stop-line or designated stopping place after a red traffic light shows.
 Bus lane cameras for identifying vehicles traveling in lanes reserved for buses. In some jurisdictions bus lanes can also be used by taxis and/or vehicles engaged in car pooling.
 Toll-booth cameras for identifying vehicles proceeding through a toll booth without paying the toll.
 Level crossing cameras for identifying vehicles crossing railways at grade illegally.
 Congestion charge cameras for recording vehicles inside the chargeable area.
 Double solid line cameras for identifying vehicles crossing these lines.
 High-occupancy vehicle lane cameras for identifying vehicles violating the occupancy requirements.
 Turn cameras at intersections where specific turns are prohibited on red. This type of camera is mostly used in cities or heavy populated areas.
 Parking Cameras which issue citations to vehicles which are illegally parked or which were not moved from a street at posted times 

 There are systems that are combinations of the above; for example, some systems detect both red-light and speed infringements.

 Existing traffic cameras, as well as special purpose ANPR cameras, can also be used for non-traffic-enforcement related activities, notably for mass surveillance of motorists by government agencies



History



 The Dutch company Gatsometer BV, founded by the 1950s rally driver Maurice Gatsonides, invented the first road-rule enforcement cameras. Gatsonides wished to better monitor his speed around the corners of a race track and came up with the device in order to improve his time around the circuit [3]. The company developed the first radar for use with road traffic, and is the world's largest supplier of speed camera systems. Because of this, in some countries all makes of speed cameras are sometimes generically referred to as "Gatsos". They are also sometimes referred to as "photo radar", even though many of them do not use radar.

 The first systems introduced in the late 1960s used film cameras to take their pictures. From the late 1990s, digital cameras began to be introduced. Digital cameras can be fitted with a modem or other electronic interface to transfer images to a central processing location automatically, so they have advantages over film cameras in speed of issuing fines, and operational monitoring. However, film-based systems still provide superior image quality in the variety of lighting conditions encountered on roads, do not suffer from pixelation, and are required by courts in some jurisdictions (due to the ease with which digital images may be modified). New film-based systems are still being sold, but digital pictures are providing the greater versatility (although not yet superior image quality) due to ease of data transmission.



Technology


 Vehicle-detection systems used in conjunction with road-rule enforcement cameras include the following:
 Piezo-electric strips - pressure-sensitive strips embedded in the roadway (a set distance apart if speed is to be measured - typically 1-3 metres).
 Doppler radar - a continuous radio signal is directed at a stretch of road, the vehicles and the change in frequency of the returned signal indicates the presence of a moving vehicle and the vehicle's speed.
 Loops - inductive loops embedded in the roadway detect the presence of vehicles, and with two loops a set distance apart vehicle speed can be measured.
 LIDAR - the time of flight of laser pulses is used to make a series of measurements of vehicle position, and from the series of measurements vehicle speed can be calculated.
 Automatic number plate recognition (ANPR) systems that use a form of optical character recognition to read the vehicle's licence or registration plate.

Fixed-speed and red light cameras

 Most red-light cameras, and many speed cameras, are fixed-site systems mounted in boxes or on poles beside the road. They are also often attached to gantries over the road, or to overpasses or bridges. In some areas such as New South Wales in Australia, there are more pre-configured fixed camera sites than actual cameras, with the camera equipment being rotated periodically between the sites.

 With the introduction of digital technology, it is becoming more common for red-light cameras to also function as fixed speed cameras.



 ANPR

 Fixed or mobile speed camera systems that measure the time taken by a vehicle to travel between two or more fairly distant sites (from several hundred metres to several hundred kilometres apart) are called automatic number plate recognition (ANPR) cameras. These cameras time vehicles over a known fixed distance, then calculate the vehicle's average speed for the journey. The name derives from the fact that the technology uses infrared cameras linked to a computer to "read" a vehicle's registration number and identify it in real-time.

 In principle, it is not possible (as in the case of a single speed camera) to slow down momentarily while passing one of the cameras in order to avoid prosecution, as the average speed over a distance rather than the instantaneous speed at a single point is calculated.

 In the case of the Australian SAFE-T-CAM system, ANPR technology is also used to monitor long distance truck drivers to detect avoidance of legally prescribed driver rest periods. The state of Victoria has recently introduced an ANPR system for monitoring passenger vehicles.

 In the United Kingdom, automatic number plate recognition (ANPR) average-speed camera systems are known by the Home Office as SVDD (Speed Violation Detection Deterrent). More commonly, they are known by the public by their brand name - SPECS (Speed Enforcement Camera System), a product of Speed Check Services Limited, or just as speed cameras/traps. They are frequently deployed at temporary roadworks sites on motorways, and are increasingly being used at fixed positions across the UK.

 Use of ANPR is not limited to traffic-related law enforcement. Under the UK Home Office's "Project Laser", ANPR cameras log all the vehicles passing particular points in the national road network, allowing authorities to track the movement of vehicles and individuals across the country. A similar system is being introduced in Australia.
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ABSTRACT
 Recent advances in microelectromechanical systems, CMOS electronics and embedded computer systems will finally let us link computer circuitary to neural cells in live animals. The key components of such a brain â€œcomputer system includes neural probes, analog electronics and miniature microcomputer. These bioembedded systems are called neurochips. By enabling better study of animal behaviorâ„¢s neural basis, implantable computers may revolutionize field biology and eventually lead to neural prosthetics, hardware based human-computer interfaces and artificial systems that incorporate biological intelligence principles. 

 INTRODUCTION
 Until recently, neurobiologists have used computers for simulation, data collection, and data analysis, but not to interact directly with nerve tissue in live, behaving animals. Although digital computers and nerve tissue both use voltage waveforms to transmit and process information, engineers and neurobiologists have yet to cohesively link the electronic signaling of digital computers with the electronic signaling of nerve tissue in freely behaving animals.
 Recent advances in microelectromechanical systems (MEMS), CMOS electronics, and embedded computer systems will finally let us link computer circuitry to neural cells in live animals and, in particular, to reidentifiable cells with specific, known neural functions. The key components of such a brain-computer system include neural probes, analog electronics, and a miniature microcomputer. Researchers developing neural probes such as sub- micron MEMS probes, microclamps, microprobe arrays, and similar structures can now penetrate and make electrical contact with nerve cells with out causing significant or long-term damage to probes or cells.
 Researchers developing analog electronics such as low-power amplifiers and analog-to-digital converters can now integrate these devices with micro- controllers on a single low-power CMOS die. Further, researchers developing embedded computer systems can now incorporate all the core circuitry of a modern computer on a single silicon chip that can run on miniscule power from a tiny watch battery. In short, engineers have all the pieces they need to build truly autonomous implantable computer systems.
 Until now, high signal-to-noise recording as well as digital processing of real-time neuronal signals have been possible only in constrained laboratory experiments. By combining MEMS probes with analog electronics and modern CMOS computing into self-contained, implantable microsystems, implantable computers will free neuroscientists from the lab bench.

 INTEGRATING SILICON AND NEUROBIOLOGY
 Neurons and neuronal networks decide, remember, modulate, and control an animalâ„¢s every sensation, thought, movement, and act. The intimate details of this network, including the dynamic properties of individual neurons and neuron populations, give a nervous system the power to control a wide array of behavioral functions.
 The goal of understanding these details motivates many workers in modern neurobiology. To make significant progress, these neurobiologists need methods for recording the activity of single neurons or neuron assemblies, for long timescales, at high fidelity, in animals that can interact freely with their sensory world and express normal behavioral responses.

 CONVENTIONAL TECHNIQUES
 Neurobiologists examine the activities of brain cells tied to sensory inputs, integrative processes, and motor outputs to understand the neural basis of animal behavior and intelligence. They also probe the components of neuronal control circuitry to understand the plasticity and dynamics of control. They want to know more about neuronal dynamics and networks, about synaptic interactions between neurons, and about the inextricable links between environmental stimuli and neuronal signaling, behavior, and control.
 To explore the details of this biological circuitry, neurobiologists use two classes of electrodes to record and stimulate electrical signals in tissue
 Â¢ intracellular micropipettes to impale or patch- clamp single cells for interrogation of the cellâ„¢s internal workings, and
 Â¢ extracellular wires or micromachined probes for interrogating multisite patterns of extra- cellular neural signaling or electrical activity in muscles.
 Neurobiologists use amplifiers and signal generators to stimulate and record to and from neurons through these electrodes, and signal-processing systems to analyze the results. They have used these techniques for decades to accumulate a wealth of understanding about the nervous system. Unfortunately, to date, most of these experiments have been performed on slices of brain tissue or on restrained and immobilized animals, primarily because the electronic instruments required to run the experiments occupy the better part of a lab bench.
 This situation leaves neurobiologists with a nagging question: Are they measuring the animalâ„¢s nor mal brain signals or something far different Further, neurobiologists want to understand how animal brains respond and react to environmental stimuli. The only way to truly answer these questions is to measure a brainâ„¢s neural signaling while the animal roams freely in its natural environment.

 SALIENT OBJECTIVES
 The solution to these problems lies in making the test equipment so small that a scientist can implant it into or onto the animal, using materials and implantation techniques that hurt neither computer nor animal. Recent developments in MEMS, semi conductor electronics, embedded systems, bio compatible materials, and electronic packaging finally allow neuroscientists and engineers to begin packaging entire neurobiology experiments into hardware and firmware that occupy less space than a human fingernail. 

 Researchers call these bioembedded systems neurochips. Scientists from the University of Washing-ton, Caltech, and Case Western Reserve University have teamed to build these miniaturized implantable experimental setups to explore the neural basis of behavior. 
 This research effort has developed or is in the process of developing the following:
 Â¢ miniaturized silicon MEMS probes for recording from the insides of nerve cells;
 Â¢ biocompatible coatings that protect these probes from protein fouling;
 Â¢ a stand-alone implantable microcomputer that records from and stimulates neurons, sensory pathways, or motor control pathways in an intact animal, using intracellular probes, extra- cellular probes, or wire electrodes;
 Â¢ neurophysiological preparations and techniques for implanting microchips and wire electrodes or MEMS probes into or onto animals in a way that does not damage the probes or tissue;
 Â¢ firmware that performs real-time biology experiments with implanted computers, using analytical models of the underlying biology; and
 Â¢ software to study and interpret the experimental results, eventually leading to reverse- engineered studies of animal behavior.
 As the Neuroscience Application Examples sidebar shows, the first neurochip experiments use sea slugs and moths in artificial environments, but broad interest has already arisen for using implantable computers in many other animals.

 DESIGNER NEUROCHIPS
 Like their benchtop experimental counterparts, neurochips use amplifiers to boost low-voltage biological signals, analog-to-digital converters (ADCs) to digitize these signals, microcomputers to process the signals, onboard memory to store the signals, digital-to-analog converters (DACs) to stimulate nerves, and software to control the overall experiment.

 Figure1. Neurochip functional block diagram solid line show required components, dashed lines show some optional components
 Figure 1 shows a neurochipâ„¢s basic elements. The key requirements are that the neurochip be small and lightweight enough to fit inside or onto the animal, have adequate signal fidelity for interacting with the millivolt-level signals characteristic of nerve tissue, and have sufficient processing power to perform experiments of real scientific value.



 Figure 2. Prototype neurochips. (a,b) A first-generations neurochip comprising differential amplifiers and batteries on a micro PCB attached to the Manduca monthsâ„¢ thorax. The animalâ„¢s exoskeleton provides a simple attach point without biocompatibility issues. Manually implanted bipolar recording electrodes connect to recording sites. © A tethered in-flight recording from the thoracic flight musculature. (d) A second-generation neurochip prototype records from two nerver or muscle fiber sites, storing the signals in onboard nonvolatile memory. 
 The basic components of a neurochip are commercially available today. They include instrumentation amplifiers, ADCs/DACs, reconfigurable microcomputers, and high-density memory. For example, a Programmable System-on-a-Chip from Cypress MicroSystems integrates a microprocessor, variable-gain amplifiers, an ADC, a memory controller, and a DAC into a single integrated circuit.
 First-generation neurochips integrate one or more ICs, passive elements such as capacitors, batteries, and 110 pads on small micro-PCBs. The prototype neurochip shown in Figure 2 used packaged ICs and button cells, and occupied a 1 cm x 3 cm printed-circuit board. The production version, due out of processing in early 2003, uses die-on- board technology and thin-film batteries, and is smaller than 1 square centimeter. Future-generation neurochips will integrate all the electronics onto a single silicon chip, and will likely be smaller than 10 mm on a side.

 PROBES
 Building the probes that let a neurochip eaves drop on the electrical signaling in a nerve bundle, group of neurons, or single neuron presents a daunting task. Benchtop experiments on con strained animals typically use metallic needlesâ€� often made of stainless steel or tungstenâ€�to communicate with nerve bundles, micromachined silicon probes to record from groups of neurons, or glass capillaries filled with a conductive ionic solution to penetrate and record from the inside of individual neurons. In unconstrained animals, flexible metallic needles, attached to the animal with surgical superglue, and micromachined silicon probes still work. However, replicating the performance of glass capillaries in flying, swimming, wiggling animals is a different story entirely.
 Several centimeters long and quite fragile, the glass capillaries that neurobiologists use to probe the insides of nerve cells typically have tip diameters smaller than 0.3 microns. They impale neurons even more fragile than the probes themselves. Neuro biologists use micromanipulators to painstakingly and precisely drive single probes into single neurons. Fortunately, MEMS technology offers a possible alternative to these glass capillaries. As Figure 3 shows, University of Washington researchers are developing silicon MEMS probes and flexible inter connect structures to mimic the performance of glass capillaries in an implanted preparation. Researchers have already recorded intracellular signals with early prototypes, and development is ongoing.


 Figure 3. Micromachined silicon probes, flexible interconnect structures, and sea slug surgery. (a) Released, flexible silicon devices ready for implantation; (b) a sharp microelectrode on a flexible polyamide support; © the implanation procedure places the needle on the exposed brain of a sea slug and the silicon base with the external wires tucks under the slugâ„¢s skin; and (d) the postsurgery sea slug with implanted device can move freely in the water tank.

 GLYME
 Researchers seek to implant both probes and neurochips inside an animalâ„¢s brain. Unfortunately, an animalâ„¢s immune system rapidly and indiscriminately encapsulates all foreign bodies with proteins, without regard for the research value of implanted probes and neurochips. The adsorbed proteins not only attenuate the recorded electrical signals, but can also jeopardize the animalâ„¢s survival by causing abnormal tissue growth.
 Researchers at the University of Washingtonâ„¢s Center for Engineered Biomaterials have developed plasma-deposited ether-terminated oligoethylene glycol coatings that inhibit protein fouling, as Figure 4 shows. Preliminary research indicates that these glyme coatings can reduce the protein fouling of probes and neurochips to levels acceptable for week-long experiments.

 Figure 4. A Flurescence microscope image of a patterned 1,500m x 1,500m protein-resistant plasma polymerized tetraglume (pp4G) pad on a silicon-dioxide substrate, with additional 200 micron x 200 micron gold pads on and around the PP4G pad, after incubation in a solution containing flurorescently labeled proteins. The silicon-dioxide and gold areas adsorb protein and appear light, while the pp4G-coated areas resist protein adsorption and appear dark.
 POWER
 Neurochips can derive power from onboard batteries, external radiofrequency sources, a wire tether, or the nerve tissue itself, The ultimate decision on the power source depends on the nature of the experiments and the animalâ„¢s environment. Batteries are attractive because they avoid the antennas and charge pumps required to capture RF energy, operate in all environments, do not restrict the animalâ„¢s movement the way a tether does, and provide much more power than tapping nerve cells for energy.
 Batteries have a weight disadvantage, but thin- film technologies using LiCoO2/LiPON/Li and Ni/KOHIZn promise flexible rechargeable batteries with peak current densities greater than 12 mA per square centimeter for short-duration experiments, and lifetimes measured in days or longer at low-current densities.
 Batteries are ideal for the two sample preparations shown in the Neuroscience Application Examples sidebar. The typical hawkmoth flight time is less than 60 seconds. The 12 mA provided by a 200 mg, one-square-centimeter battery easily powers a neurochip for this experimentâ„¢s duration. The sea slug trolling methodically along the seafloor lies at the opposite end of the spectrum, needing only a few milliamps of current to power a neurochip for a week. The slug can easily accommodate a large battery in its visceral cavity, allowing extended untethered experiments.

 MEMORY
 Once implanted, an embedded neurochip must read its experimental procedure from memory, run the experiment, acquire the neural spike trains, then store the results in memory. As with all computer systems, memory size is an issue for neurochips. Fortunately, the electrical spike trains generated by nerve tissue have a stereotyped shape as shown in Figure 2c, suggesting that neurochips should com press the neural waveforms before storing them in memory.
 Compressing the signals has two advantages. First, it effectively increases the onboard storage capacity. Second, it decreases the frequency of memory writes, reducing power consumption. Even simple compression algorithms such as run- length encoding can achieve better than 10 to 1 compression ratios on neural signals.
 Custom algorithms that apply vector quantization, run-length encoding, and Huffman encoding to different parts of the neural waveform can achieve up to 1,000 to 1 compression ratios. Given the limited computing power of an implantable microcomputer, simpler is better when it comes to compression, but even simple RLE offers huge power and memory-size benefits.

 A STIMULATING WORLD
 Passive neurochips that do nothing more than record will provide neurobiologists with a wealth of data. But even now, with the first neurochips barely in production, neurobiologists are already calling for designs that stimulate nerve tissue as well as record from it. Active neurochips will allow stimulus-response experiments that test models of how nervous systems control behavior, such as how sensory inputs inform motor-circuit loops and the logic or model behind the response.
 Indeed, the neurochip projectâ„¢s long-term goal is to develop a hardware and software environment in which a neurobiologist conceives a stimulus-response experiment, encodes that experiment in soft ware, downloads the experiment to an implanted neurochip, and recovers the data when the experiment concludes. Figure 5 shows a model of integrative biology in which neurochips play a key part.


 CONCLUSION
 With advances in integrated circuit processing will come ever more capable and power-efficient embedded computers. The simple neurochips of today will become the complex embedded systems of tomorrow, when embed ding in this ultimate sense will mean computer electronics embedded in nerve tissue.
 Enabling neuroscientists to better understand the neural basis of behaviour is reason enough to develop such devices. The long-term promise is much greater, however, perhaps leading one day to neural prosthetics, hardware-based human-computer interfaces, and artificial systems that incorporate principles of biological intelligence.

 APPENDIX I
 Wiring a sea slug
 Beneath a research vessel anchored in the Puget Sound, two scientists clad in scuba gear hover over the bright orange sea slug shown in Figure A. From the outside, this slug looks like any other. But this particular slug has a battery-powered microcomputer implanted in its brain and minuscule silicon needles communicating with its neurons. The microcosmputer faithfully performs a biology experiment as the animal goes about its normal behavior.
 Meanwhile, the scientists videotape the slugâ„¢s feeding, fleeing, and social behaviors while measuring water currents and geomagnetic fields. Later, these scientists will study the environmental measurements and electronic recordings in an attempt to decode how the slugâ„¢s brain patterns correlate with behavior. The anticipated outcome: groundbreaking findings in behavioral neurobiology.

 Figure A. Monitoring a giant sea slug. (1) Tritonia diomedea-shown with its prey, an orange seapen, in the background-is typically 20cm length, has a readily accessible brain with large and well-characterized neurons, and is extraordinarily tolerant of surgical insult. (2) Artistâ„¢s conception of a neural recording setup implanted inside Tritonia.
 APPENDIX II
 Monitoring a mothâ„¢s flight controls
 In a small, dark zoology lab, a giant moth performs an aerial ballet as it feeds from a robotically controlled artificial flower, unaware that the flowerâ„¢s movements are programmed to test the mothâ„¢s flight dynamics. The ultra-high-speed infrared video recorder tapes the moth s every movement. But the special part of this experiment is neither the flower nor the videotaping. It is the tiny battery-powered microcomputer attached to the mothâ„¢s thorax that records electrical signals from the flight muscles and sense organs and stores this data in onboard memory.
 Suddenly, the moth appears to struggle to keep up with the flower. But the flowerâ„¢s movements havenâ„¢t changed. Rather, the onboard microcomputer has begun stimulating the nerves that enervate the mothâ„¢s wing muscles, adjusting the wing-stroke phase in subtle ways that will let scientists measure the impulse response of the mothâ„¢s flight-control loops.
 These experiments and others like them will soon be played out in biology laboratories across the country, if the multidisciplinary team of computer engineers and zoologists that is developing these implantable computers has its way.


 Figure B. Tracking a mothâ„¢s movements. (1) Manduca sexta is typically 4cm in length with a wingspan of about 12cm; at 2.5gm, it is one of the largest flying insects. It can carry loads up to a gram and fly at speeds up to 30 miles per hour, flapping its wings 25 times a second. (2) Artistâ„¢s conception of a neurochip attached to Manducaâ„¢s thorax. 

 Figure C. High-speed infrared video captures Manduca hovering and sipping nectar from a moving flower. Visually guided flight control lets the animal compensate for rapid changes in wind direction and the flowerâ„¢s swaying movements. 

 APPENDIX III
 Neurochip Technology Forecast
 Even as the first miniature neurochips record neuronal action potentials, researchers at the University of Washington are testing stimulus paradigms to evoke controlled muscular extension and contraction. Rather than driving the muscles directly using high-resolution voltage stimulus waveforms generated by digital synthesis and a digital-to-analog converter, they tried stimulating nerve bundles instead, using simple dig ital waveforms directly. They derived pulse-width modulated signals directly from logic gates, and drove these waveforms into the nerve bundles that enervate the muscles.
 Early results show great promise, not only because the technique actually worked, but because a microcontroller can easily generate digital pulses, and the drive currents needed for nerve stimulation are up to 100 times smaller than those needed to drive muscle tissue directly. This power savings will allow functional stimulation by miniature neurochips.
[bookmark: _GoBack] Next on the research agenda: statistical machine learning. Researchers already plan to use smart algorithms, smart software, and smart chips to interact dynamically with nerve tissue. They suspect that machine learning can help them study the cause-and-effect relationships involved in the behavior of sensory motor circuits. Beyond that, they wonâ„¢t speculate, but the applications of this neurochip research to robotics, medical prosthetics, and a host of other applications seem obvious.







