Abstract:-

 The Voice-Over Internet Protocol (VoIP) technology allows the voice information to pass over IP data networks. This technology results in huge savings on the amount of physical resources required to communicate by voice over long distance. It does so by exchanging the information in packets over a data network. 

The basic functions performed by a VoIP include – signalling, data basing, call connect and disconnect, and coding/decoding. The steps involved in originating and internet telephone call are the conversion of the analogue voice signal to digital format and compression/translation of the signal into internet protocol (IP) packets for transmission over the internet; the process is reversed at the receiving end. VoIP software’s like Vocal TEC or Net 2 Phone are available for the user. With the exception of phone to phone, the user must posses an array of equipment which should at minimum include VoIP software, an internet connection, and a multimedia computer with a sound card, speakers, a microphone and a modem. 

 The VoIP network acts as a gateway to the existing PSTN network. This gateway forms the interface for transportation of the voice content over the IP networks. Gateways are responsible for all call origination, call detection, analogue to digital conversion of voice, and creation of voice packets. 

Introduction:-
The development of very fast, inexpensive microprocessors and special-purpose switching chips, coupled with highly reliable fibre-optic transmission systems, has made it possible to build economical, ubiquitous, high-speed packet-based data networks. Similarly, the development of very fast, inexpensive digital signal processors (DSPs) has made it practical to digitise and compress voice and fax signals into data packets. The natural evolution of these two developments is to combine digitised voice and fax packets with packet data, creating integrated data-voice networks. The voice-over-Internet protocol (VoIP) technology allows voice information to pass over IP data networks. Primarily, the cost savings that accrue from operating a single, shared network have motivated this convergence of telecommunications and data communications  working in the diagram given below :
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Fig.1 How VOIP works

This short note offers a quick overview of voice communications using internet technology to carry the voice signal. The purpose is to assist a public policy decision

maker who wishes to understand some of the current debate regarding VoIP. The main

point is: the phrase voice over internet protocol (VoIP) is deceptively simple. VoIP

refers to dozens of activities that differ greatly in their quality, cost, and relationship to

traditional regulatory boundaries.

VoIP Technology in a Nutshell

Data communications over the Internet relies on dozens of protocols—rules defining the

required steps for a communications task. For example, part of the protocol for telephone

calls includes (1) waiting for dial tone before dialing and (2) the different sounds that

indicate that the called telephone is either ringing or busy. The internet protocol (IP) is

the basic protocol at the heart of the Internet. An IP message is the data communications

equivalent of a postcard—it carries the recipient’s and sender’s addresses, a block of data,and little else. Other protocols, such as TCP and HTTP, build on IP to create additional capabilities.

IP is a flexible building block—it has become the data communications equivalent of

2by4s and plywood—one can build anything using IP. IP is often used for communications that never touch the Internet—such as communications between a

computer and a nearby printer or communications within an organization’s private

network.

Naturally enough, one kind of data that can be carried by IP is digitally encoded voice.

Thus, voice over IP or VoIP. But, VoIP is not just one thing—it is many different things.

The differences arise from many sources, including the nature of the network used to

carry VoIP, the terminal equipment used to generate the VoIP signals, and the software

used to provide the VoIP connection.

Network Differences

Using VoIP over an unreliable network or a network with excessive delay results in poor

voice quality. In contrast, VoIP over an uncongested, minimal-delay network can

provide voice quality as good as (or even better than) that provided by traditional

telephone networks.

VoIP connections over the public Internet encounter a wide range of network conditions.

Sometimes such connections work well; other times they perform poorly.

VoIP over a network designed and operated to provide high-quality connections, such as

a corporate data network or a lightly used local area network, provides connections that

sound just as good as traditional telephone service. Similarly, if a telecommunications

carrier chooses to use VoIP in providing telephone service, the carrier can manage its

network so that voice quality matches that of traditional telephone service.

Terminal Equipment Differences

The terminal equipment used with VoIP connections affects the speech quality and

calling experience. At one extreme is the home computer with a microphone and

speakers. Generally speaking, these systems provide poor speech quality because of

problems with echoes and volume adjustment. Replacing the speaker and microphone

with a headset alleviates many of these problems.

The other extreme is a telephone designed to plug into an Ethernet local area network.

Cisco sells the Cisco IP Phone 7970G, shown in the figure below.
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                                 Figure 2. Cisco 7970

This unit is hearing aid compatible, and the dial pad meets ADA requirements.3 It can be

used as a PBX extension with no VoIP connection to the outside world, or it can connect

over a data network to other VoIP phones.

Between these two extremes is the integrated access device—an adapter that allows a

traditional phone to appear to a data network as a VoIP device.

Software Differences

VoIP software can be specialized for telephone-like conversations, or it may have a voice

capability that is only incidental to its primary purpose. AOL’s Instant Messenger

software has a talk button. Selecting the talk button with the mouse and clicking on it

begins the process of establishing a voice connection in parallel with an existing text chat

session. As far as I can tell, hardly anybody uses this capability of AOL Instant

Messenger but it may be a valuable option for individuals that have difficulty reading.

Microsoft sells a combined hardware/software product called Microsoft Sidewinder

Game Voice that provides both the ability to use voice commands to control computer

games and a voice communications capability among the players of a multiplayer game.

That voice capability permits groups of players to coordinate attacks on other players and

allows players to taunt their opponents.

The Cisco phone described above contains software that permits it to function like a
traditional telephone with voice mail, selectable ring tones, etc.

Gateways and Telephone Numbers

For many VoIP applications such as voice communications among the players of a

computer game, there is no need for connections to the traditional telephone network.

But VoIP applications that provide telephone service need the ability to connect to the

existing public switched telephone network (PSTN). The connecting points, which allow

traffic to flow between the VoIP network and the PSTN, are called gateways. Gateways

allow VoIP telephones to receive calls dialed to telephone numbers and permit VoIP

telephones to place calls to traditional telephones. That is, a gateway permits a telephone

number to be associated with a specific VoIP user. Gateway service is not a built-in

element of Internet service. Rather, gateway service is usually purchased separately from

suppliers such as Vonage or BellSouth.

Examples of Uses of VoIP

The discussion above provides some examples of VoIP use—such as that by computer

gamers to enhance their game playing or as part of AOL Instant Messenger.

Microsoft’s Windows Messenger software provides voice, video, whiteboard, program

sharing, file sharing, and text chat capabilities to users with compatible software and

connected by an appropriate network such as the public Internet or a private corporate

network. Windows Messenger is provided with the Windows XP operating system and is

also available for the Apple Macintosh. Thus, the vast majority of desktop computers

have installed on them software that provides voice communications over the Internet.

Hardly anybody uses those capabilities today.

Vonage provides a VoIP service that resembles traditional telephone service. However,

uses must “bring their own access.” That is, Vonage provides gateway service, but

Vonage’s customers must arrange for their own access to the public Internet.5 Calls are

carried over the public Internet from the user’s premises to the Vonage Gateway.

Vonage customers have phone numbers and can make calls to and receive calls from

traditional telephones.

In December 2003, Cox Cable began providing voice telephone service in Roanoke,

Virginia, using VoIP technology. In the Roanoke system Cox Cable provides the access

connection, using cable modems, as well as providing the gateway.6 The service

connects to the existing inside wiring in the home and is intended to appear to the

consumer as a direct substitute for the telephone service provided by the local telephone

company. The Cox Cable service uses the customer’s own telephones and provides

common telephone services such as call waiting, caller ID, and 911 service.

Comparing Circuit-Switched Networks & Data Networks:-

VoIP refers to many different types of communications capabilities and services. Policy makers should be informed of the vast differences between the basic VoIP capabilities built into almost every computer, the narrow voice capabilities provided by some gaming software, and the more complex arrangements, such as that of Cox Cable, that use VoIP as part of a larger system that reproduces every part of traditional telephone service.
Basic Flow Of Voip Network
The VoIP networks replace the traditional public-switched telephone networks (PSTNs), as these can perform the same functions as the PSTN networks. The functions performed include signaling, data basing, call connect and disconnect, and coding-decoding.

A. Signaling

 Signaling in a VoIP network is accomplished by the exchange of IP datagram messages between the components. The format of these messages is covered by the standard datalink layer protocols.

B. Database services

Database services are a way to locate an endpoint and translate the addressing that two networks use; for example, the PSTN uses phone numbers to identify endpoints, while a VoIP network could use an IP address and port numbers to identify an endpoint. A call control database contains these mappings and translations.

C. Calls connect and disconnect (bearer control) 

The connection of a call is made by two endpoints opening communication sessions between each other. In the PSTN, the public (or private) switch connects logical channels through the network to complete the calls. In a VoIP implementation, a multimedia stream (audio, video, or both) is transported in real time. The connection path is the bearer channel and represents the voice or video content being delivered. When communication is complete, the IP sessions are released and, optionally, network resources are freed. 

D. CODEC operations

 Voice communication is analogue, while data networking is digital. Analogue waveforms are converted into digital information by using a coder-decoder (CODEC).
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 Fig 2. Voice Gateway

Voice  Gateway:- 

 The VoIP network acts as a gateway to the existing PSTN network. This gateway forms the interface for transportation of the voice content over the IP network. 

Gateways are responsible for call origination; call detection, analogue-to-digital conversion of voice, and creation of voice packets (CODEC functions). Voice (analogue and/or digital) compression, echo cancellation, silence suppression, and statistics gathering are their optional features. The gateways must also perform some of the database services, such as phone number translations, host lookup, and signaling. The extent of gateway functionalities is based on the VoIP-enabling products used. Fig. 1 shows the architecture of a typical gateway.  

The DSP in a gateway is responsible for signal processing functions such as analogue- to-digital conversion of voice signals, voice compression, echo cancellation, and voice-activity detection. The functions like call origination, call detection, signaling, and phone number translations are performed by the microprocessor. Gateways exist in several forms; for example, the gateway could be a dedicated telecommunication equipment chassis, or even a generic PC running VoIP software.
Bandwidth and CODECs

In addition to performing the analogue-to digital conversion, CODECs compress the voice data stream. Compression of the voice waveform results in bandwidth savings. The output from the CODECs is a data stream that is put into IP packets and transported across the network to an endpoint. The endpoints must use the same standards as well as a common set of CODEC parameters. Use of different standards or parameters at the endpoints will lead to unintelligible communication. 

The table I shows some of the coding standards that are covered by the International Telecommunications Union (ITU). Use of complex coders with higher compression ratios reduces the bandwidth consumption. But there is a price to be paid for reduced bandwidth consumption: increased conversion delay. Another way to save bandwidth is the use of silence suppression, in which voice packets aren’t sent between the gaps in human conversations. The voice-activity detection technique allows the monitoring of silence in speech data.

Table I

Itu Standard codecs

	ITU standard
	Description
	Bandwidth
	Conversion delay

	G.711
	PCM
	64
	<1.00

	G.721
	ADPCM
	32,16,24,40
	<1.00

	G.728
	LD-CELP
	16
	2.50

	G.729
	CS-ACELP
	8
	15.00

	G.723.1
	Multirate CELP
	6.3,5.3
	30.00


Packet delay

VoIP quality is also affected by the packet delay. The end-to-end packet delay in a network is a result of the incremental delays in the connection path. The use of voice CODECs adds a small amount of processing delay. A delay greater than 100 ms will interfere with normal conversation. Longer delays can cause echoes. The network delays can be reduced through a careful network architecture, equipment selection, and configuration. 

The following are sources of delay in an end-to-end, voice-over-packet call: 

E. Accumulation Delay 

This delay is caused by the need to collect a frame of voice samples to be processed by the voice coder. It is related to the type of voice coder used and varies from a single sample time (.125 microseconds) to many milliseconds. A representative list of standard voice coders and their frame times follows: 

· G.726 adaptive differential pulse-code modulation (ADPCM) (16, 24, 32, 40 kbps)—0.125 microseconds  

· G.728 LD–code excited linear prediction (CELP)(16 kbps)—2.5 milliseconds 

· G.729 CS–ACELP (8 kbps)—10 milliseconds 

· G.723.1 Multirate Coder (5.3, 6.3 kbps)—30 milliseconds

F. Processing Delay 

This delay is caused by the actual process of encoding and collecting the encoded samples into a packet for transmission over the packet network. The encoding delay is a function of both the processor execution time and the type of algorithm used. Often, multiple voice-coder frames will be collected in a single packet to reduce the packet network overhead. For example, three frames of G.729 code words, equaling 30 milliseconds of speech, may be collected and packed into a single packet. 

G. Network Delay 

This delay is caused by the physical medium and protocols used to transmit the voice data and by the buffers used to remove packet jitter on the receive side. Network delay is a function of the capacity of the links in the network and the processing that occurs as the packets transit the network. The jitter buffers add delay, which is used to remove the packet-delay variation to which each packet is subjected as it transits the packet network. This delay can be a significant part of the overall delay, as packet-delay variations can be as high as 70 to 100 milliseconds in some frame-relay and IP networks. 

H. Jitter

The delay problem is compounded by the need to remove jitter, a variable interpacket timing caused by the network a packet traverses. Removing jitter requires collecting packets and holding them long enough to allow the slowest packets to packet traverses. Removing jitter requires collecting packets and holding them long enough to allow the slowest packets to arrive in time to be played in the correct sequence. This causes additional delay.  

The two conflicting goals of minimizing delay and removing jitter have engendered various schemes to adapt the jitter buffer size to match the time-varying requirements of network jitter removal. This adaptation has the explicit goal of minimizing the size and delay of the jitter buffer, while at the same time preventing buffer underflow caused by jitter.  

I. Echo Compensation 

Echo in a telephone network is caused by signal reflections generated by the hybrid circuit that converts between a four-wire circuit (a separate transmit and receive pair) and a two-wire circuit (a single transmit and receive pair). These reflections of the speaker's voice are heard in the speaker's ear. Echo is present even in a conventional circuit-switched telephone network. However, it is acceptable because the round-trip delays through the network are smaller than 50 milliseconds and the echo is masked by the normal side tone every telephone generates. 

Echo becomes a problem in voice-over-packet networks because the round-trip delay through the network is almost always greater than 50 milliseconds. Thus, echo-cancellation techniques are always used. ITU standard G.165 defines performance requirements that are currently required for echo cancellers. The ITU is defining much more stringent performance requirements in the G.IEC specification. 

A new concept for echo control was invented at Bell Laboratories in 1964, commonly called echo cancellation. Echo cancellation was a revolutionary departure from the previous technique of opening (temporarily disconnecting) the speech path to prevent echo signals from being returned over the long distance circuit.

Echo is generated toward the packet network from the telephone network. The echo canceller compares the voice data received from the packet network with voice data being transmitted to the packet network. The echo from the telephone network hybrid is removed by a digital filter on the transmit path into the packet network.

 VOIP APPLICATIONS:-
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Fig 3. Branch office application

A wide variety of applications are enabled by the transmission of VoIP networks. This tutorial will explore three examples of these applications.

The first application, shown in Figure 1, is a network configuration of an organization with many branch offices (e.g., a bank) that wants to reduce costs and combine traffic to provide voice and data access to the main office. This is accomplished by using a packet network to provide standard data transmission while at the same time enhancing it to carry voice traffic along with the data. Typically, this network configuration will benefit if the voice traffic is compressed as a result of the low bandwidth available for this access application. Voice over packet provides the interworking function (IWF), which is the physical implementation of the hardware and software that allows the transmission of combined voice and data over the packet network. The interfaces the IWF must support in this case are analog interfaces, which directly connect to telephones or key systems. The IWF must emulate the functions of both a private branch exchange (PBX) for the telephony terminals at the branches, as well as the functions of the telephony terminals  for the PBX at the home office. The IWF accomplishes this by implementing signaling software that performs these functions. 
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Fig 4. Interoffice  trunking application

A second VoIP application, shown in Figure 4, is a trunking application. In this scenario, an organization wishes to send voice traffic between two locations over the packet network and replace the tie trunks used to connect the PBXs at the locations. This application usually requires the IWF to support a higher-capacity digital channel than the branch application, such as a T1/E1 interface of 1.544 or 2.048 Mbps. The IWF emulates the signalling functions of a PBX, resulting in significant savings to companies' communications costs.

standards

Over the next few years, the industry will address the bandwidth limitations by upgrading the Internet backbone to asynchronous transfer mode (ATM), the switching fabric designed to handle voice, data, and video traffic. Such network optimization will go a long way toward eliminating network congestion and the associated packet loss. The Internet industry also is tackling the problems of network reliability and sound quality on the Internet through the gradual adoption of standards. Standards-setting efforts are focusing on the three central elements of Internet telephony: the audio codec format; transport protocols; and directory services.  

In May 1996, the International Telecommunications Union (ITU) ratified the H.323 specification, which defines how voice, data, and video traffic will be transported over IP–based local area networks; it also incorporates the T.120 data-conferencing standard (see Figure). The recommendation is based on the real-time protocol/real-time control protocol (RTP/RTCP) for managing audio and video signals. 

As such, H.323 addresses the core Internet-telephony applications by defining how delay-sensitive traffic, (i.e. voice and video), gets priority transport to ensure real-time communications service over the Internet. (The H.324 specification defines the transport of voice, data, and video over regular telephony networks, while H.320 defines the protocols for transporting voice, data, and video over integrated services digital network (ISDN).  

H.323 is a set of recommendations, one of which is G.729 for audio CODECs, which the ITU ratified in November 1995. Despite the ITU recommendation, however, the Voice over IP (VoIP) Forum in March 1997 voted to recommend the G.723.1 specification over the G.729 standard. The industry consortium, which is led by Intel and Microsoft, agreed to sacrifice some sound quality for the sake of greater bandwidth efficiency—G.723.1 requires 6.3 kbps, while G.729 requires 7.9 kbps. Adoption of the audio codec standard, while an important step, is expected to improve reliability and sound quality mostly for intranet traffic and point-to-point IP connections. To achieve PSTN–like quality, standards are required to guarantee Internet connections.  

J. VoIP market in India

IDC Asia Pacific, a market research firm, estimates VoIP services in India to be worth US$2.8 billion by 2005, which will make it the second biggest VoIP market in the region after China. IDC expects revenues from VoIP from the whole of Asia Pacific to be worth US$13.8 billion.
Overview of the PSTN & comparisons to Voice over IP:-

The first voice transmission, sent by Alexander Graham Bell, was accomplished in 1876 through what is called a ring-down circuit. A ring-down circuit means that there was no dialing of numbers, Instead, a physical wire connected two devices. Basically, one person picked up the phone and another person was on the other end (no ringing was involved). 

Over time, this simple design evolved from a one-way voice transmission, by which only one user could speak, to a bi-directional voice transmission, whereby both users could speak. Moving the voices across the wire required a carbon microphone, a battery, an electromagnet, and an iron diaphragm. 

It also required a physical cable between each location that the user wanted to call. The concept of dialing a number to reach a destination, however, did not exist at this time. 

To further illustrate the beginnings of the PSTN, see the basic four-telephone network shown in Figure 5. As you can see, a physical cable exists between each location. 

Figure 5. Basic Four-Phone Network 
[image: image5.emf]
Understanding PSTN Basics 
Although it is difficult to explain every component of the PSTN, this section explains the most important pieces that make the PSTN work. The following sections discuss how your voice is transmitted across a digital network, basic circuit-switching concepts, and why your phone number is 10 digits long. 

Analog and Digital Signaling 
Everything you hear, including human speech, is in analog form. Until several decades ago, the telephony network was based on an analog infrastructure as well. 

Although analog communication is ideal for human interaction, it is neither robust nor efficient at recovering from line noise. (Line noise is normally caused by the introduction of static into a voice network.) In the early telephony network, analog transmission was passed through amplifiers to boost the signal. But, this practice amplified not just the voice, but the line noise as well. This line noise resulted in an often unusable connection. 

Digital Voice Signals 
PCM is the most common method of encoding an analog voice signal into a digital stream of 1s and 0s. All sampling techniques use the Nyquist theorem , which basically states that if you sample at twice the highest frequency on a voice line, you achieve good-quality voice transmission. 

The PCM process is as follows: 

Analog waveforms are put through a voice frequency filter to filter out anything greater than 4000 Hz. These frequencies are filtered to 4000 Hz to limit the amount of crosstalk in the voice network. Using the Nyquist theorem, you need to sample at 8000 samples per second to achieve good-quality voice transmission.  The filtered analog signal is then sampled at a rate of 8000 times per second.After the waveform is sampled, it is converted into a discrete digital form. This sample is represented by a code that indicates the amplitude of the waveform at the instant the sample was taken. The telephony form of PCM uses eight bits for the code and a logarithm compression method that assigns more bits to lower-amplitude signals. 

If you multiply the eight-bit words by 8000 times per second, you get 64,000 bits per second (bps). The basis for the telephone infrastructure is 64,000 bps (or 64 kbps). 

Two basic variations of 64 kbps PCM are commonly used: μ-law, the standard used in North America; and a-law, the standard used in Europe. The methods are similar in that both use logarithmic compression to achieve from 12 to 13 bits of linear PCM quality in only eight-bit words, but they differ in relatively minor details. The μ-law method has a slight advantage over the a-law method in terms of low-level signal-to-noise ratio performance.

PSTN Signaling 
Generally, two types of signaling methods run over various transmission media. The signaling methods are broken into the following groups: 

• User-to-network signaling— This is how an end user communicates with the PSTN. 

• Network-to-network signaling— This is generally how the switches in the PSTN intercommunicate. 

User-to-Network Signaling 
Generally, when using twisted copper pair as the transport, a user connects to the PSTN through analog, Integrated Services Digital Network (ISDN), or through a T1 carrier. 

The most common signaling method for user-to-network analog communication is Dual Tone Multi-Frequency (DTMF). DTMF is known as in-band signaling because the tones are carried through the voice path. 

ISDN uses another method of signaling known as out-of-band . With this method, the signaling is transported on a channel separate from the voice. The channel on which the voice is carried is called a bearer (or B channel) and is 64 kbps. The channel on which the signal is carried is called a data channel (D channel) and is 16 kbps. A  Basic Rate Interface (BRI) that consists of two B channels and one D channel.

Out-of-band signaling offers many benefits, including the following: 

• Signaling is multiplexed (consolidated) into a common channel. 

• Glare is reduced (glare occurs when two people on the same circuit seize opposite ends of that circuit at the same time). 

• A lower post dialing delay. 

• Additional features, such as higher bandwidth, are realized. 

• Because setup messages are not subject to the same line noise as DTMF tones, call completion is greatly increased. 

In-band signaling suffers from a few problems, the largest of which is the possibility for lost  tones . This occurs when signaling is carried across the voice path and it is a common reason why you can sometimes experience problems remotely accessing your voice mail. 

Network-to-Network Signaling 
Network-to-network communication is normally carried across the following transmission media: 

• T1/E1 carrier over twisted pair : T1 is a 1.544-Mbps digital transmission link normally used in North America and Japan. 

E1 is a 2.048-Mbps digital transmission link normally used in Europe. 

• T3/E3, T4 carrier over coaxial cable : T3 carries 28 T1s or 672 64-kbps connections and is 44.736 Mbps. 

E3 carries 16 E1s or 512 64-kbps connections and is 34.368 Mbps. 

T4 handles 168 T1 circuits or 4032 4-kbps connections and is 274.176 Mbps. 

• T3, T4 carrier over a microwave link 

• Synchronous Optical Network (SONET) across fiber media  SONET is normally deployed in OC-3, OC-12, and OC-48 rates, which are 155.52 Mbps, 622.08 Mbps, and 2.488 Gbps, respectively. 

Network-to-network signaling types include in-band signaling methods such as Multi-Frequency (MF) and Robbed Bit Signaling (RBS). These signaling types can also be used to network signaling methods. 

Digital carrier systems (T1, T3) use A and B bits to indicate on/off hook supervision. The A/B bits are set to emulate Single Frequency (SF) tones (SF typically uses the presence or absence of a signal to signal A/B bit transitions). These bits might be robbed from the information channel or multiplexed in a common channel (the latter occurs mainly in Europe). 

Some of the benefits of moving to an SS7 network are as follows:
 • Reduced post-dialing delay : There is no need to transmit DTMF tones on each hop of the PSTN. The SS7 network transmits all the digits in an initial setup message that includes the entire calling and called number. When using in-band signaling, each MF tone normally takes 50 ms to transmit. This means you have at least a .5-second post-dialing delay per PSTN hop. This number is based on 11-digit dialing (11 MF tones × 50 ms = 550 ms). 

• Increased call completion : SS7 is a packet-based, out-of-band signaling protocol, compared to the DTMF or MF in-band signaling types. Single packets containing all the necessary information (phone numbers, services, and so on) are transmitted faster than tones generated one at a time across an in-band network. 

• Connection to the IN : This connection provides new applications and services transparently across multiple vendors' switching equipment as well as the capability to create new services and applications more quickly. 

To further explain the PSTN, visualize a call from any house to my another house 10 miles away. This call traverses an end office switch, the SS7 network (signaling only), and a second end office switch.

PSTN Services and Applications 
As with almost every industry, it is usually better and easier to acquire additional business from current customers than it is to go out and get new customers. The PSTN is no different. Local Exchange Carriers (LECs) have been increasing the features they offer to create a higher revenue stream per consumer. 

Numerous services are now available, for example, which were not available just a few years ago. These services come in two common flavors: custom calling features and CLASS features. 

Custom calling features rely upon the end office switch, not the entire PSTN, to carry information from circuit-switch to circuit-switch. CLASS features, however, require SS7 connectivity to carry these features from end to end in the PSTN. 

The following list includes a few of the popular custom calling features commonly found in the PSTN today: 

• Call waiting—Notifies customers who already placed a call that they are receiving an incoming call. 

• Call forwarding—Enables a subscriber to forward incoming calls to a different destination. 

• Three-way calling—Enables conference calling. 

With the deployment of the SS7 network, advanced features can now be carried end to end. A few of the CLASS features are mentioned in the following list: 

• Display—Displays the calling party's directory number, or Automatic Number Identification (ANI). 

• Call blocking—Blocks specific incoming numbers so that callers are greeted with a message saying the call is not accepted. 

• Calling line ID blocking—Blocks the outgoing directory number from being shown on someone else's display. (This does not work when calling 800-numbers or certain other numbers.) 

• Automatic callback— Enables you to put a hold on the last number dialed if a busy signal is received, and then place the call after the line is free. 

• Call return—Enables users to quickly reply to missed calls. 

A majority of these features are possible due to the use of SS7 and the IN. Many inter-exchange carriers (IXCs) also offer business features, such as the following: 

• Circuit-switched long distance—Basic long-distance services (normally at a steeply discounted rate). 

• Calling cards—Pre-paid and post-paid calling cards. You dial a number, enter a password, and then call your destination. 

• 800/888/877 numbers—The calling party is not charged for the call; Rather, the party called is charged (normally at a premium rate).
• Virtual Private Networks (VPNs)— The telephone company manages a private dialing plan. This can greatly reduce the number of internal Information Service (IS) telecommunications personnel. 

• Private leased lines—Private leased lines from 56 kbps to OC-48s enable both data and voice to traverse different networks. The most popular speed by far in North America is T1. 

• Virtual circuits (Frame Relay or Asynchronous Transfer Mode [ATM])—The tele-phone carrier (IXC or LEC) switches your packets. It does this packet by packet (or cell by cell in ATM), not based upon a dedicated circuit. 

This list of IXC business features is merely a sampling of the more popular features and applications available in the PSTN. Although the PSTN is evolving and consumers are using more of its features, the basic user experience has remained somewhat consistent since the inception of digital networking for telephony communications. 

Drawbacks to the PSTN 
Although the PSTN is effective and does a good job at what it was built to do (that is, switch voice calls), many business drivers are striving to change it to a new network, whereby voice is an application on top of a data network. This is happening for several reasons: 

• Data has overtaken voice as the primary traffic on many networks built for voice. Data is now running on top of networks that were built to carry voice efficiently. Data has different characteristics, however, such as a variable use of bandwidth and a need for higher bandwidth. 

Soon, voice networks will run on top of networks built with a data-centric approach. Traffic will then be differentiated based upon application instead of physical circuits. New technologies (such as Fast Ethernet, Gigabit Ethernet, and Optical Networking) will be used to deploy the high-speed networks that needed to carry all this additional data. 

• The PSTN cannot create and deploy features quickly enough. With increased competition due to deregulation in many telecommunications markets, LECs are looking for ways to keep their existing clientele. The primary method of keeping customers is by enticing them through new services and applications. 

The PSTN is built on an infrastructure whereby only the vendors of the equipment develop the applications for that equipment. This means you have one-stop shopping for all your needs. It is very difficult for one company to meet all the needs of a customer. A more open infrastructure, by which many vendors can provide applications, enables more creative solutions and applications to be developed. It is also not possible with the current architecture to enable many vendors to write new applications for the PSTN. Imagine where the world would be today if vendors, such as Microsoft, did not want other vendors to write applications for its software. 

• Data/Voice/Video (D/V/V) cannot converge on the PSTN as currently built.With only an analog line to most homes, you cannot have data access (Internet access), phone access, and video access across one 56-kbps modem. High-speed broadband access, such as digital subscriber line (DSL), cable, or wireless, is needed to enable this convergence. After the last bandwidth issues are resolved, the convergence can happen to the home. In the backbone of the PSTN, the convergence has already started. 

• The architecture built for voice is not flexible enough to carry data. Because the bearer channels (B channels and T1 circuits), call-control (SS7 and Q.931), and service logic (applications) are tightly bound in one closed platform, it is not possible to make minor changes that might improve audio quality. 

It is also important to note that circuit-switched calls require a permanent 64-kbps dedicated circuit between the two telephones. Whether the caller or the person called is talking, the 64-kbps connection cannot be used by any other party. This means that the telephone company cannot use this bandwidth for any other purpose and must bill the parties for consuming its resources. 

Data networking, on the other hand, has the capability to use bandwidth only when it is required. This difference, although seemingly small, is a major benefit of packet-based voice networking. 

H.323 :-
H.323 is an ITU-T recommendation that specifies how multimedia traffic is carried over packet networks. H.323 utilizes existing standards (Q.931, for example) to accomplish its goals. H.323 is a rather complex protocol that was not created for simple development of applications. Rather, it was created to enable multimedia applications to run over "unreliable" data networks. Voice traffic is only one of the applications for H.323. Most of the initial work in this area focused on multimedia applications, with video and data-sharing a major part of the protocol. 

Applications require significant work if they are to be scalable with H.323; for example, to accomplish a call transfer requires a separate specification (H.450.2). SGCP and MGCP, on the other hand, can accomplish a call transfer with a simple command, known as a modify connection (MDCX), to the gateway or endpoint. This simple example represents the different approaches built into the protocol design itself—one tailored to large deployment for simple applications (MGCP), and the other tailored to more complicated applications but showing limitations in its scalability (H.323). 

To further demonstrate the complexity of H.323, steps  shows a call-flow between two H.323 endpoints.  
Let's step through the call-flow: 

1. Endpoint A sends a setup message to Endpoint B on TCP Port 1720. 

2. Endpoint B replies to the setup message with an alerting message and a port number to start H.245 negotiation. 

3. H.245 negotiation includes codec types (G.729 and G.723.1), port numbers for the RTP streams, and notification of other capabilities the endpoints have. 

4. Logical channels for the UDP stream are then negotiated, opened, and acknowledged. 

5. Voice is then carried over RTP streams. 

6. Real Time Transport Control Protocol is used to transmit information about the RTP stream to both endpoints. 

This call-flow is based on H.323 v1. H.323 v2, however, enables H.245 negotiation to be tunneled in the H.225 setup message. This is known as fast-start , and it cuts down on the number of roundtrips required to set up an H.323 call. It does not, however, make the protocol any less complex. 

VoIP: An In-Depth Analysis:-

The following issues are covered in this: 

• Delay/latency 

• Jitter 

• Digital sampling 

• Voice compression 

• Echo 

• Packet loss 

• Voice activity detection 

• Digital-to-analog conversion 

• Tandem encoding 

• Transport protocols 

• Dial-plan design 

Delay/Latency 
VoIP delay or latency is characterized as the amount of time it takes for speech to exit the speaker's mouth and reach the listener's ear. 

Three types of delay are inherent in today's telephony networks: propagation delay, serialization delay, and handling delay. Propagation delay is caused by the speed of light in fiber or copper-based networks. Handling delay—also called processing delay—defines many different causes of delay (actual packetization, compression, and packet switching) and is caused by devices that forward the frame through the network. 

Serialization delay is the amount of time it takes to actually place a bit or byte onto an interface. Serialization delay is not covered in depth in this book because its influence on delay is relatively minimal. 

Propagation Delay 
Light travels through a vacuum at a speed of 186,000 miles per second, and electrons travel through copper or fiber at approximately 125,000 miles per second. A fiber network stretching halfway around the world (13,000 miles) induces a one-way delay of about 70 milliseconds (70 ms). Although this delay is almost imperceptible to the human ear, propagation delays in conjunction with handling delays can cause noticeable speech degradation. 

Handling Delay 
As mentioned previously, devices that forward the frame through the network cause handling delay. Handling delays can impact traditional phone networks, but these delays are a larger issue in packetized environments. The following paragraphs discuss the different handling delays and how they affect voice quality. In the Cisco IOS VoIP product, the Digital Signal Processor (DSP) generates a speech sample every 10 ms when using G.729. Two of these speech samples (both with 10 ms of delay) are then placed within one packet. The packet delay is, therefore, 20 ms. An initial look-ahead of 5 ms occurs when using G.729, giving an initial delay of 25 ms for the first speech frame. Vendors can decide how many speech samples they want to send in one packet. Because G.729 uses 10 ms speech samples, each increase in samples per frame raises the delay by 10 ms. In fact, Cisco IOS enables users to choose how many samples to put into each frame. 

Cisco gave DSP much of the responsibility for framing and forming packets to keep router overhead low. The Real-Time Transport Protocol (RTP) header, for example, is placed on the frame in the DSP instead of giving the router that task. 

Queuing Delay 
A packet-based network experiences delay for other reasons. Two of these are the time necessary to move the actual packet to the output queue (packet switching) and queuing delay. 

When packets are held in a queue because of congestion on an outbound interface, the result is queuing delay. Queuing delay occurs when more packets are sent out than the interface can handle at a given interval. 

Cisco IOS software is good at moving and determining the destination of a packet. Other packet-based solutions, including PC-based solutions, are not as good at determining packet destination and moving the actual packet to the output queue. 

The actual queuing delay of the output queue is another cause of delay. You should keep this factor to less than 10 ms whenever you can by using whatever queuing methods are optimal for your network.
Jitter 
Simply stated, jitter is the variation of packet interarrival time. Jitter is one issue that exists only in packet-based networks. While in a packet voice environment, the sender is expected to reliably transmit voice packets at a regular interval (for example, send one frame every 20 ms). These voice packets can be delayed throughout the packet network and not arrive at that same regular interval at the receiving station (for example, they might not be received every 20 ms). The difference between when the packet is expected and when it is actually received is jitter. 

We can see that the amount of time it takes for packets A and B to send and receive is equal (D1=D2). Packet C encounters delay in the network, however, and is received after it is expected. This is why a jitter buffer, which conceals inter arrival packet delay variation, is necessary. 

Note that jitter and total delay are not the same thing, although having plenty of jitter in a packet network can increase the amount of total delay in the network. This is because the more jitter you have, the larger your jitter buffer needs to be to compensate for the unpredictable nature of the packet network. If your data network is engineered well and you take the proper precautions, jitter is usually not a major problem and the jitter buffer does not significantly contribute to the total end-to-end delay. 

RTP timestamps are used within Cisco IOS software to determine what level of jitter, if any, exists within the network. The jitter buffer found within Cisco IOS software is considered a dynamic queue. This queue can grow or shrink exponentially depending on the inter arrival time of the RTP packets. 

Although many vendors choose to use static jitter buffers, Cisco found that a well-engineered dynamic jitter buffer is the best mechanism to use for packet-based voice networks. Static jitter buffers force the jitter buffer to be either too large or too small, thereby causing the audio quality to suffer, due to either lost packets or excessive delay. Cisco's jitter buffer dynamically increases or decreases based upon the interarrival delay variation of the last few packets. 

Pulse Code Modulation 
Although analog communication is ideal for human communication, analog transmission is neither robust nor efficient at recovering from line noise. In the early telephony network, when analog transmission was passed through amplifiers to boost the signal, not only was the voice boosted but the line noise was amplified, as well. This line noise resulted in an often-unusable connection. 

It is much easier for digital samples, which are comprised of 1 and 0 bits, to be separated from line noise. Therefore, when analog signals are regenerated as digital samples, a clean sound is maintained. When the benefits of this digital representation became evident, the telephony network migrated to pulse code modulation (PCM). 

What Is PCM? 

 PCM converts analog sound into digital form by sampling the analog sound 8000 times per second and converting each sample into a numeric code. The Nyquist theorem states that if we sample an analog signal at twice the rate of the highest frequency of interest, you can accurately reconstruct that signal back into its analog form. Because most speech content is below 4000 Hz (4 kHz), a sampling rate of 8000 times per second (125 ms between samples) is required.

Voice Compression 
Two basic variations of 64 Kbps PCM are commonly used: μ-law and a-law. The methods are similar in that they both use logarithmic compression to achieve 12 to 13 bits of linear PCM quality in 8 bits, but they are different in relatively minor compression details (μ-law has a slight advantage in low-level, signal-to-noise ratio performance). Usage is historically along country and regional boundaries, with North America using μ-law and Europe using a-law modulation. It is important to note that when making a long-distance call, any required μ-law to a-law conversion is the responsibility of the μ-law country. 

Another compression method used often is adaptive differential pulse code modulation (ADPCM). A commonly used instance of ADPCM is ITU-T G.726, which encodes using 4-bit samples, giving a transmission rate of 32 Kbps. Unlike PCM, the 4 bits do not directly encode the amplitude of speech, but they do encode the differences in amplitude, as well as the rate of change of that amplitude, employing some rudimentary linear prediction. 

PCM and ADPCM are examples of waveform codecs—compression techniques that exploit redundant characteristics of the waveform itself. New compression techniques were developed over the past 10 to 15 years that further exploit knowledge of the source characteristics of speech generation. These techniques employ signal processing procedures that compress speech by sending only simplified parametric information about the original speech excitation and vocal tract shaping, requiring less bandwidth to transmit that information. 

Voice Coding Standards 
The ITU-T standardizes CELP, MP-MLQ PCM, and ADPCM coding schemes in its G-series recommendations. The most popular voice coding standards for telephony and packet voice include: 

• G.711—Describes the 64 Kbps PCM voice coding technique outlined earlier; G.711-encoded voice is already in the correct format for digital voice delivery in the public phone network or through Private Branch eXchanges (PBXs). 

• G.726—Describes ADPCM coding at 40, 32, 24, and 16 Kbps; you also can interchange ADPCM voice between packet voice and public phone or PBX networks, provided that the latter has ADPCM capability. 

• G.728—Describes a 16 Kbps low-delay variation of CELP voice compression. 

• G.729—Describes CELP compression that enables voice to be coded into 8 Kbps streams; two variations of this standard (G.729 and G.729 Annex A) differ largely in computational complexity, and both generally provide speech quality as good as that of 32 Kbps ADPCM. 

• G.723.1—Describes a compression technique that you can use to compress speech or other audio signal components of multimedia service at a low bit rate, as part of the overall H.324 family of standards. Two bit rates are associated with this coder: 5.3 and 6.3 Kbps. The higher bit rate is based on MP-MLQ technology and provides greater quality. The lower bit rate is based on CELP, provides good quality, and affords system designers with additional flexibility. 

Mean Opinion Score 
We can test voice quality in two ways: subjectively and objectively. Humans perform subjective voice testing, whereas computers—which are less likely to be "fooled" by compression schemes that can "trick" the human ear—perform objective voice testing. 

Codecs are developed and tuned based on subjective measurements of voice quality. Standard objective quality measurements, such as total harmonic distortion and signal-to-noise ratios, do not correlate well to a human's perception of voice quality, which in the end is usually the goal of most voice compression techniques. 

A common subjective benchmark for quantifying the performance of the speech codec is the mean opinion score (MOS). MOS tests are given to a group of listeners. Because voice quality and sound in general are subjective to listeners, it is important to get a wide range of listeners and sample material when conducting a MOS test. The listeners give each sample of speech material a rating of 1 (bad) to 5 (excellent). The scores are then averaged to get the mean opinion score. 

MOS testing also is used to compare how well a particular codec works under varying circumstances, including differing background noise levels, multiple encodes and decodes, and so on. 

Perceptual Speech Quality Measurement 
Although MOS scoring is a subjective method of determining voice quality, it is not the only method for doing so. The ITU-T put forth recommendation P.861, which covers ways you can objectively determine voice quality using Perceptual Speech Quality Measurement (PSQM). 

PSQM has many drawbacks when used with voice codecs (vocoders). One drawback is that what the "machine" or PSQM hears is not what the human ear perceives. In layman's terms, a person can trick the human ear into perceiving a higher-quality voice, but a computer cannot. Also, PSQM was developed to "hear" impairments caused by compression and decompression and not packet loss or jitter. 

Echo 
Echo is an amusing phenomenon to experience while visiting the Grand Canyon, but echo on a phone conversation can range from slightly annoying to unbearable, making conversation unintelligible. 

Hearing your own voice in the receiver while you are talking is common and reassuring to the speaker. Hearing your own voice in the receiver after a delay of more than about 25 ms, however, can cause interruptions and can break the cadence in a conversation. 

In a traditional toll network, echo is normally caused by a mismatch in impedance from the four-wire network switch conversion to the two-wire local loop .Echo, in the standard Public Switched Telephone Network (PSTN), is regulated with echo cancellers and a tight control on impedance mismatches at the common reflection points.Echo has two drawbacks: It can be loud, and it can be long. The louder and longer the echo, of course, the more annoying the echo becomes. 

Telephony networks in those parts of the world where analog voice is primarily used employ echo suppressors, which remove echo by capping the impedance on a circuit. This is not the best mechanism to use to remove echo and, in fact, causes other problems. You cannot use Integrated Services Digital Network (ISDN) on a line that has an echo suppressor, for instance, because the echo suppressor cuts off the frequency range that ISDN uses. 

In today's packet-based networks, you can build echo cancellers into low-bit-rate codecs and operate them on each DSP. In some manufacturers' implementations, echo cancellation is done in software; this practice drastically reduces the benefits of echo cancellation. Cisco VoIP, however, does all its echo cancellation on its DSP. To understand how echo cancellers work, it is best to first understand where the echo comes from. In this example, assume that user A is talking to user B. The speech of user A to user B is called G. When G hits an impedance mismatch or other echo-causing environments, it bounces back to user A. User A can then hear the delay several milliseconds after user A actually speaks. 

Packet Loss 
Packet loss in data networks is both common and expected. Many data protocols, in fact, use packet loss so that they know the condition of the network and can reduce the number of packets they are sending. 

When putting critical traffic on data networks, it is important to control the amount of packet loss in that network. 

Cisco Systems has been putting business-critical, time-sensitive traffic on data networks for many years, starting with Systems Network Architecture (SNA) traffic in the early 1990s. With protocols such as SNA that do not tolerate packet loss well, you need to build a well-engineered network that can prioritize the time-sensitive data ahead of data that can handle delay and packet loss. 

When putting voice on data networks, it is important to build a network that can successfully transport voice in a reliable and timely manner. Also, it is helpful when you can use a mechanism to make the voice somewhat resistant to periodic packet loss. 

Cisco Systems developed many quality of service (QoS) tools that enable administrators to classify and manage traffic through a data network. If a data network is well engineered, you can keep packet loss to a minimum. 

Voice Activity Detection 
In normal voice conversations, someone speaks and someone else listens. Today's toll networks contain a bi-directional, 64,000 bit per second (bps) channel, regardless of whether anyone is speaking. This means that in a normal conversation, at least 50 percent of the total bandwidth is wasted. The amount of wasted bandwidth can actually be much higher if you take a statistical sampling of the breaks and pauses in a person's normal speech patterns.

Digital-to-Analog Conversion 
Digital to analog (D/A) conversion issues also currently plague toll networks. Although almost all the telephony backbone networks in first-world countries today are digital, sometimes multiple D/A conversions occur. 

Each time a conversion occurs from digital to analog and back, the speech or waveform becomes less "true." Although today's toll networks can handle at least seven D/A conversions before voice quality is affected, compressed speech is less robust in the face of these conversions.It is important to note that D/A conversion must be tightly managed in a compressed speech environment. When using G.729, just two conversions from D/A cause the MOS score to decrease rapidly. The only way to manage D/A conversion is to have the network designer design VoIP environments with as few D/A conversions as possible. 

Although D/A conversions affect all voice networks, VoIP networks using a PCM codec (G.711) are just as resilient to problems caused by D/A conversions as today's telephony networks are. 

Tandem Encoding 
All circuit-switched networks today work on the premise of switching calls at the data link layer. The circuit switches are organized in a hierarchical model in which switches higher in the hierarchy are called tandem switches. 

Tandem switches do not actually terminate any local loops; rather, they act as a higher-layer circuit switch. In the hierarchical model, several layers of tandem circuit switches can exist. This enables end-to-end connectivity for anyone with a phone, without the need for a direct connection between every home on the planet. 

The three separate circuit switches are utilized to transport a voice call. A voice call that passes through the two TDM switches and one tandem switch does not incur degradation in voice quality because these circuit switches use 64 Kbps channels. 

If the TDM switches compress voice and the tandem switch must decompress and recompress the voice, the voice quality can be drastically affected. Although compression and recompression are not common in the  PSTN today, you must plan for it and design around it in packet networks.

Dial-Plan Design 
One of the areas that causes the largest amount of headaches when designing an Enterprise Telephony (ET) network is the dial plan. The causes of these head pains might be due to the complex issues of integrating disparate networks. Many of these disparate networks were not designed for integration. 

A good data example of joining disparate networks is when two companies merge. In such a scenario, the companies' data networks (IP addressing, ordering applications, and inventory database) must be joined. It is highly improbable that both companies used the same methodologies when implementing their data networks, so problems can arise. 

The same problems can occur in telephony networks. If two companies merge, their phone systems (voice mail, billing, supplementary features, and dial-plan addressing) might be incompatible with each other. 

These dial-plan issues also can occur when a company decides to institute a corporate dial plan. Consider Company X, for example. Company X grew drastically in the last three years and now operates 30 sites throughout the world, with its headquarters in Dallas. Company X currently dials through the PSTN to all its 29 remote sites. Company X wants to simplify the dialing plan to all its remote sites to enable better employee communication and ease of use. 

Company X currently has a large PBX at its headquarters and smaller PBX systems at its remote sites. Several alternatives are available to this company: 

• Purchase leased lines between headquarters and all remote sites. 

• Purchase a telephony Virtual Private Network (VPN) from the telephone company and dial an access code from anywhere to access the VPN. 

• Take advantage of the existing data infrastructure and put voice on the data network. 

Regardless of which option Company X chooses, it must face dial-plan design, network management, and cost issues. 

Without getting into great detail, most companies must decide on their dial-plan design based on the following issues: 

• Plans for growth 

• Cost of leased circuits or VPNs 

• Cost of additional equipment for packet voice 

• Number overlap (when more than one site has the same phone number) 

• Call-flows (the call patterns from each site) 

• Busy hour (the time of day when the highest number of calls are offered on a circuit) 

Depending on the size of the company, the dial plan can stretch from two digits to seven or eight digits. It is important that you not force yourself down a particular path until you address the previous issues. 

Company X plans on sustaining 20–30 percent growth and decides on a seven-digit dial plan based on its growth patterns. This choice also cuts down on the number overlap that might be present. 

Company X will have a three-digit site code, and four digits for the actual subscriber line. It made this decision because it does not believe it will have more than 999 branch offices.

Quality of Service:-
Quality of service (QoS) is an often-used and misused term that has a variety of meanings. In this book, QoS refers to both class of service (CoS) and type of service (ToS). The basic goal of CoS and ToS is to achieve the bandwidth and latency needed for a particular application. 

A CoS enables a network administrator to group different packet flows, each having distinct latency and bandwidth requirements. A ToS is a field in an Internet Protocol (IP) header that enables CoS to take place. Currently, a ToS field uses three bits, which allow for eight packet-flow groupings, or CoSs (0-7). New Requests For Comments (RFCs) will enable six bits in a ToS field to allow for more CoSs. 

Various tools are available to achieve the necessary QoS for a given user and application. This chapter discusses these tools, when to use them, and potential drawbacks associated with some of them. 

It is important to note that the tools for implementing these services are not as important as the end result achieved. In other words, do not focus on one QoS tool to solve all your QoS problems. Instead, look at the network as a whole to determine which tools, if any, belong in which portions of your network. 

Keep in mind that the more granular your approach to queuing and controlling your network, the more administrative overhead the Information Services (IS) department will endure. This increases the possibility that the entire network will slow down due to a miscalculation. 

QoS Network Toolkit 
In a well-engineered network, you must be careful to separate functions that occur on the edges of a network from functions that occur in the core or backbone of a network. It is important to separate edge and backbone functions to achieve the best QoS possible. 

Cisco offers many tools for implementing QoS. In some scenarios, you can use none of these QoS tools and still achieve the QoS you need for your applications. In general, though, each network has individual problems that you can solve using one or more of Cisco's QoS tools. 

This discusses the following tools associated with the edge of a network: 

• Additional bandwidth 

• Compressed Real-Time Transport Protocol (cRTP) 

• Queuing 

o Weighted Fair Queuing (WFQ) 

o Custom Queuing (CQ) 

o Priority Queuing (PQ) 

o Class-Based Weighted Fair Queuing (CB-WFQ) 

o Priority Queuing—Class-Based Weighted Fair Queuing 

• Packet classification 

o IP Precedence 

o Policy routing 

o Resource Reservation Protocol (RSVP) 

o IP Real-Time Transport Protocol Reserve (IP RTP Reserve) 

o IP RTP Priority 

• Shaping traffic flows and policing 

o Generic Traffic Shaping (GTS) 

o Frame Relay Traffic Shaping (FRTS) 

o Committed Access Rate (CAR) 

• Fragmentation 

o Multi-Class Multilink Point-to-Point Protocol (MCML PPP) 

o Frame Relay Forum 12 (FRF.12) 

o MTU 

o IP Maximum Transmission Unit (IP MTU) 

• High-speed transport 

o Packet over SONET (POS) 

o IP + Asynchronous Transfer Mode (ATM) inter-working 

• High-speed queuing 

o Weighted Random Early Drop/Detect (WRED) 

o Distributed Weighted Fair Queuing (DWFQ) 

Voice over IP (VoIP) comes with its own set of problems. QoS can help solve some of these problems—namely, packet loss, jitter, and handling delay. Some of the problems QoS cannot solve are propagation delay (no solution to the speed-of-light problem exists as of the printing of this book), codec delay, sampling delay, and digitization delay. 

A VoIP phone call can be equivalent to any other large expense you would plan for. Therefore, it is important to know which parts of the budget you cannot change and which parts you might be able to control. The International Telecommunication Union Telecommunication Standardization Sector (ITU-T) G.114 recommendation suggests no more than 150 milliseconds (ms) of end-to-end delay to maintain "good" voice quality. 
Edge Functions 
When designing a VoIP network, edge functions usually correspond to wide-area networks (WANs) that have less than a T1 or E1 line of bandwidth from the central site. This is not a fixed rule but merely a rule of thumb to follow so that you know when to use edge functions and when to use backbone functions. 

Bandwidth Limitations 
The first issue of major concern when designing a VoIP network is bandwidth constraints. Depending upon which codec you use and how many voice samples you want per packet, the amount of bandwidth per call can increase drastically. For an explanation of packet sizes and bandwidth consumed as shown in figure 9.1. After reviewing this table, you might be asking yourself why 24 kbps of bandwidth is consumed when you're using an 8-kbps codec. This occurs due to a phenomenon called "The IP Tax." 
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cRTP 
To reduce the large percentage of bandwidth consumed by a G.729 voice call, you can use cRTP. cRTP enables you to compress the 40-byte IP/RTP/UDP header to 2 to 4 bytes most of the time (see Figure - 10). 

                              Figure 10. RTP Header Compression 
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With cRTP, the amount of traffic per VoIP call is reduced from 24 kbps to 11.2 kbps. This is a major improvement for low-bandwidth links. A 56-kbps link, for example, can now carry four G.729 VoIP calls at 11.2 kbps each. Without cRTP, only two G.729 VoIP calls at 24 kbps can be used. 

To avoid the unnecessary consumption of available bandwidth, cRTP is used on a link-by-link basis. This compression scheme reduces the IP/RTP/UDP header to 2 bytes when UDP checksums are not used, or 4 bytes when UDP checksums are used. 

cRTP uses some of the same techniques as Transmission Control Protocol (TCP) header compression. In TCP header compression, the first factor-of-two reduction in data rate occurs because half of the bytes in the IP and TCP headers remain constant over the life of the connection. 

The big gain, however, comes from the fact that the difference from packet to packet is often constant, even though several fields change in every packet. Therefore, the algorithm can simply add 1 to every value received. By maintaining both the uncompressed header and the first-order differences in the session state shared between the compressor and the decompressor, cRTP must communicate only an indication that the second-order difference is zero. In that case, the decompressor can reconstruct the original header without any loss of information, simply by adding the first-order differences to the saved, uncompressed header as each compressed packet is received. 

Just as TCP/IP header compression maintains shared state for multiple, simultaneous TCP connections, this IP/RTP/UDP compression must maintain state for multiple session contexts. A session context is defined by the combination of the IP source and destination addresses, the UDP source and destination ports, and the RTP synchronization source (SSRC) field. A compressor implementation might use a hash function on these fields to index a table of stored session contexts. 

The compressed packet carries a small integer, called the session context identifier, or CID, to indicate in which session context that packet should be interpreted. The decompressor can use the CID to index its table of stored session contexts. cRTP can compress the 40 bytes of header down to 2 to 4 bytes most of the time. As such, about 98 percent of the time the compressed packet will be sent. Periodically, however, an entire uncompressed header must be sent to verify that both sides have the correct state. Sometimes, changes occur in a field that is usually constant—such as the payload type field, for instance. In such cases, the IP/RTP/UDP header cannot be compressed, so an uncompressed header must be sent. 

We should use cRTP on any WAN interface where bandwidth is a concern and a high portion of RTP traffic exists. The following configuration tip pertaining to Cisco's IOS system software shows ways you can enable cRTP on serial and Frame Relay interfaces: 

Leased line 

! 

interface serial 0 

ip address 192.168.121.18 255.255.255.248 

no ip mroute-cache 

ip rtp header-compression 

encapsulation ppp 

! 

Frame Relay 

! 

interface Serial0/0 

ip 192.168.120.10 255.255.255.0 

encapsulation frame-relay 

no ip route-cache 

no ip mroute-cache 

frame-relay ip rtp header-compression 
cRTP Caveats 
You should not use cRTP on high-speed interfaces, as the disadvantages of doing so outweigh the advantages. "High-speed network" is a relative term: Usually anything higher than T1 or E1 speed does not need cRTP, but in some networks 512 kbps can qualify as a high-speed connection. 

As with any compression, the CPU incurs extra processing duties to compress the packet. This increases the amount of CPU utilization on the router. Therefore, you must weigh the advantages (lower bandwidth requirements) against the disadvantages (higher CPU utilization). A router with higher CPU utilization can experience problems running other tasks. As such, it is usually a good rule of thumb to keep CPU utilization at less than 60 to 70 percent to keep your network running smoothly. 

Queuing 
Queuing in and of itself is a fairly simple concept. The easiest way to think about queuing is to compare it to the highway system. Let's say you are on the New Jersey Turnpike driving at a decent speed. When you approach a tollbooth, you must slow down, stop, and pay the toll. During the time it takes to pay the toll, a backup of cars ensues, creating congestion. 

As in the tollbooth line, in queuing the concept of first in, first out (FIFO) exists, which means that if you are the first to get in the line, you are the first to get out of the line. FIFO queuing was the first type of queuing to be used in routers, and it is still useful depending upon the network's topology. 

Today's networks, with their variety of applications, protocols, and users, require a way to classify different traffic. Going back to the tollbooth example, a special "lane" is necessary to enable some cars to get bumped up in line. The New Jersey Turnpike, as well as many other toll roads, has a carpool lane, or a lane that allows you to pay for the toll electronically, for instance. 

Merits:-

· Bypass long distance phone charges – The only cost incurred will result from our ISP’s standard, internet connection rates. 

· VoIP is as easy to use as a telephone – Its state of the art Graphical User Interface (GUI) intensive and user friendly. The setup wizard makes installation practically effortless. 
· Business telephone functionality – VoIP can be used in the network configuration of an organization with many branch offices that want to reduce costs and combine traffic to provide voice and data to main office. 

Demerits:-

· Audio quality – Although the phones have improved, none of the latest crop sounds as good as a regular phone line. The digitalized voice sounds tiny and there can be gaps of several seconds as it makes its way across the internet .

· Degradation of quality – Packets is queued at routers during periods of congestion. If the congestion is significant, packets may even be dropped

· Security- Any H.323 IP-aware user can trap into any conversation on the system. Therefore the system is less secure.
RSVP 
RSVP enables endpoints to signal the network with the kind of QoS needed for a particular application. This is a great departure from the network blindly assuming what QoS applications require. 

Network administrators can use RSVP as dynamic access lists. This means that network administrators need not concern themselves with port numbers of IP packet flows because RSVP signals that information during its original request. 

RSVP is an out-of-band, end-to-end signaling protocol that requests a certain amount of bandwidth and latency with each network hop that supports RSVP. If a network node (router) does not support RSVP, RSVP moves onto the next hop. A network node has the option to approve or deny the reservation based upon the load of the interface to which the service is requested. 

RSVP works much like an ambulance clearing traffic in front of you. You simply follow behind the ambulance. RSVP, or the ambulance driver, tells each stop (tollbooth, policeman, and so on) that the driver behind him in the 1972 yellow AMC Gremlin is important and needs special privileges. Each stop has the right to decide whether the driver in the 1972 yellow AMC Gremlin is important enough to have these special privileges (for instance, not paying tolls, running traffic lights, or, in the case of IP, having bandwidth and latency bounds).
Traffic Shaping 
Cisco IOS QoS software includes two types of traffic shaping: GTS and FRTS. Both traffic-shaping methods are similar in implementation, although their command-line interfaces differ somewhat and they use different types of queues to contain and shape traffic that is deferred. 

If a packet is deferred, GTS uses a WFQ to hold the delayed traffic. FRTS uses either a CQ or a PQ to hold the delayed traffic, depending on what you configured. As of April 1999, FRTS also supports WFQ to hold delayed traffic. 

Traffic shaping enables you to control the traffic going out of an interface to match its flow to the speed of the remote, target interface and to ensure that the traffic conforms to policies contracted for it. Thus, you can shape traffic adhering to a particular profile to meet downstream requirements, thereby eliminating bottlenecks in topologies with data-rate mismatches. 

Summing Up:-

VoIP refers to many different types of communications capabilities and services. Policy makers should be informed of the vast differences between the basic VoIP capabilities built into almost every computer, the narrow voice capabilities provided by some gaming software, and the more complex arrangements, such as that of Cox Cable, that use VoIP as part of a larger system that reproduces every part of traditional telephone service.

In December 2003, Cox Cable began providing voice telephone service in Roanoke,

Virginia, using VoIP technology. In the Roanoke system Cox Cable provides the access

Connection , using cable modems, as well as providing the gateway.6 The service

connects to the existing inside wiring in the home and is intended to appear to the

consumer  as a direct substitute for the telephone service provided by the local telephone

company. The Cox Cable service uses the customer’s own telephones and provide common telephone services
Conclusions:-

Why is it VoIP technology offers broadband services and the integration of voice and data at all levels. One key factor that is driving the VoIP application development and deployment is reduced voice service charges. In addition to cost advantages, VoIP services have compelling technical advantages over circuit switching. VoIP networks are based more on an open architecture than their circuit-switched contemporaries. This open, standards-based architecture means that VoIP services are more interchangeable and more modular than those offered by a proprietary voice-based PSTN network. Open standards translate into the realization of new services that one can rapidly develop and deploy. Moreover, VoIP is suitable for computer telephony integration and other next generation applications.
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