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Abstract

Abstract

Using Wireless Sensor Networks (WSNSs) in healtle gaistem has yielded a
tremendous effort in recent years. However, in nodghese researches tasks
like sensor data processing, health states decisiaking and emergency
messages sending are done by a remote server. Kawibpatient with large
scale of sensor data consume a lot of communicaéisource, bring a burden
to the remote server and delay the decision tinterantification time. In this
paper,we present a prototype of a smart gateway that awe implemented.
This gateway is an interconnection and services agrment platform
especially for WSN health care systems at homerenwients, by building a
bridge between WSN and public communication netaocompatible with an
on-board data decision system (DDS) and a lightiedgtabase, which enable
to make the patient’s health states decision irgdteway in order to get faster
response time to the emergencies. We have alsgriesithe communication
protocols between WSN, gateway and remote sengalditionally Ethernet,
Wi-Fi and GSM/GPRS communication module are integtanto the smart
gateway in order to report and notify informatian dare-givers. We have
conducted experiments on the proposed smart gatdwayperforming it
together with a wireless home e-health care semstwork. The results show
that it is reliable and has low latency and low powonsumption.
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Introduction

| Introduction

Because of the numerous advantages of WirelessoG&letworks (WSNSs),
include wide coverage, low cost, low power, selfftguration and real-time
data access, WSNs have been used in various areasas military, health
care, agriculture, environmental monitoring , industryatural disaster
prevention, wildlife tracking system, intelligentrahsportation, building
monitoring, space exploration and other fieldss itonsidered to be one of the
top ten technologies which will change the worldha future.

In this paper, we examine on of these researclsguts, which is using WSNs
in health care system. Using WSNs in health castesy which integrates
wireless communications, health care and sensavonket have attracted a lot
of research efforts in recent years.

We are going to discuss how a smart gateway wilubed in a health care
system, as well as how to design this smart gatdallpwing the processes of
embedded system development.

1.1 Background

Home health care

Home health care is the largest part of the Sweeldérly care. According to

the statistics on October 1, 2008 around 140008rqddrsons received old age
care and health care in theirs homes. In many rpalittes, home care is the
largest “enterprise”. This type of care is of utmiogportance for old people to

be able to live a relatively independent life. Mekterly also prefer to get help
at home instead of at an institution. One of thenmaasons why people cannot
stay at theirs home is fear that they may have eudthess or fall down and

not able to get up. Therefore, they have to movant@ld age care institution
that they think would be safer. Many older peopkgecially in the higher ages
live alone and their children and other relativeggiminot live close to them.

Today, relatively crude alarm systems are availblkethere is a great need of
more sophisticated system that can monitor, suggatalarm when need&4.

1.2 Purpose and aims

The goal of this master thesis is to develop araluate a gateway for WSN
home healthcare system in order to establish conuation between WSN
and Health Care Center (HCC), and meet the reqemémf providing care-
givers (home assistant /nurse /HCC /relative) Wwehlth state of the elderly.

In a health care system, time required to detettpelople’s health state and
time to send message to care givers are very iumort
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In the services view, requirements from smart gateare defined as below:

1.

2.

For the elderly, any emergency situation happehirto or her should be
detected and handled immediately.

For WSN, sensor nodes are initialized into an ifficy working mode
and less interfere channel. Data from WSN is stmd analysis in a
proper way (by gateway or central server).

. For HCC, it can get the elder's health state datd@ime. It should also

have ability to maintenance the health state ocd@enodes in WSN.

. For care-givers, they can get notice immediate wtienelderly is in

danger.

In order to achieve these requirements, these imaidt requirements are
necessary for smart gateway:

Requirements functions of smart gateway:

Smart gateway is divided into two models: simpledeiand intelligent model.

In simple model, smart gateway has to:

1.

2.

3.
4.

Build up connection between WSN and smart gateveajwveen smart
gateway and HCC.

Transform communication protocol between WSN and\NP@ublic
communication Network) in transport layer, alsonesn WSN and HCC
in application layer.

Receive data from WSN, and then transmit it toregiserver in HCC.
Implement commands coming from HCC.

In smart model, the smart gateway has to do tleesbest

1.

Providing interconnection between WSN and smase\wgay, and between
smart gateway and remote server via public comnatioic network
(such as Ethernet, Wi-Fi, and GSM/GPRS).

. Providing communication protocol transformation vike¢én WSN and

various public communication networks.

. Receiving sensor data from WSN, updating and gotirem into on-

board database

.Providing a DDS to detect the real-time health estghormal,

guestionable, dangerous or oncoming dangeroud)eotlderly base on
the current received data and the historical dateg in the database.

. When a dangerous or an oncoming dangerous stéte elderly health is

detected, the gateway sends notifications to thenote server.
Meanwhile, the gateway also sends an emergencet8ilScare-givers.
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6. Providing a wireless access interface for carergive check the health
states of the elderly on-site or for the systemnmaamers to check the
system operating state with laptop or PDA.

7. Implementing response messages for the requesestgirom remote
servers, such as health data report, sensor network gateway
configuration commands, etc.

8. Reporting various statistics of the elder’s healtte (like average body
temperature, blood pressure) to remote server gieaily.

9. Sending short and regular reports in a higher ffaqu to remote server
with the main purpose to show both the elderly #m&l system in the
normal state without any problems.

1.3 Delimits

This smart gateway research is part of the WSNtiheade system project from
the research group of JOnkOping University. Thiseegch is still in the
prototype stage, all data are obtained only thrdagbratory experiments, did
not use the actual data.

The smart gateway is designed on the assumptidnotiig one elder live in
that house.

Size, price and level of integration of the modwdes less considered.

1.4 Outline

The rest of this article is structured as follows.

Followed by Introduction, we will in section 2 fa®s on the theoretical
background related to of the smart gateway. Ch&p#dso includes a universal
health care system for wireless sensor networkgul@sesentation, and related
works of embedded gateway design.

Chapter 3 describes the detailed design of thenggteThis chapter contains
the hardware and software design of the gatewawelisas two modes of the
working pattern design.

Chapter 4 describes the process and results oéxperiment. We designed
various experiment to test the features of the siateway. These features
include wireless sensor networks and wireless rtveompatibility issues,
system data acquisition and storage experimentselhss the gateway to send
data packets and emergency messaging latency test.
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In Chapter 5, we have summarized this smart gateleaign, and pointed out
the direction for future research work.




Theoretical background

2 Theoretical background

2.1 Wireless Sensor Network

A Wireless Sensor Network (WSN) consists of spigtidistributed individual
sensor nodes which work together to monitor physarad environment
parameters, and transmit monitor result to bagmsta

One of the common use structures of WSN is showefigure 2-1. Sensor
nodes are deployed into a monitoring region, antstitute a wireless ad-hoc
network automatically. Sensor nodes support mug-halgorithm, and

together, they forward data packets to the bad®mstaSome of the sensor
nodes in network may be fixed at a certain positrorder to monitor some
unmoved parameters at its appropriate place. Sdrtteesensor nodes in the
network may be install in the mobile object.

Gateway
sensor node

User
terminal

Fixed Mobile
sensor node sensor node

Figure 2-1.Typical Multi-hop Wireless Sensor Netlwérchitecture

Sensor node typically consists of one or more gsnsadio transceiver, a
small microcontroller, and an energy source, ugualbattery. Its size can be as
small as a grain and its price can down to a penny.

Unique characteristics of a WSN include:
« Limited power they can harvest or store
« Ability to withstand harsh environmental conditions
« Ability to cope with node failures
« Mobility of nodes
« Dynamic network topology
- Communication failures
- Heterogeneity of nodes
- Large scale of deployment
« Unattended operation
- Node capacity is scalable, only limited by bandtvidf gateway node.
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Because of these superior characteristics, WSN ms@d in many industrial
and civilian application areas, including indudtrrocess monitoring and
control, machine health monitoring, environment amabitat monitoring,
healthcare applications, home automation, anddraffntrol.!?

Here in this thesis, we use WSN, with self-develeptrstandard, in health care
system to monitor old people’s health states.

2.2 IEEE 802.15.4

Our WSN specification is base on IEEE 802.15.4-2@@&ndard which
specifies the physical layer (PHY) and media accesdrol (MAC) protocol
for low-rate wireless personal area networks (LRAMP. It is maintained by
the IEEE 802.15 work group. The targeted applicafar IEEE 802.15.4 is
focus on low-cost, low-speed areas like wirelesasge network, home
network, industrial control, remote monitor, buildi automation, and so on.
Beside, these applications usually has low bitraipgo some few hundreds of
kbps), flexible, ad-hoc self-organize, not too rgignt delay guarantees, and
sometime low power consumption requirement.

The physical layer, based on direct sequence smpectrum (DSSS), offers
bitrates of 20 kbps (a single channel in the fregyerange 868-868.6 MHz),
40 kbps (ten channels in the range between 90938dMHz) and 250 kbps
(16 channels in the 2.4 GHz ISM band between 2dl 2485 GHz with 5-
MHz spacing between the center frequencies). Ebhenetare 27 channels
available, but the MAC protocol use only one ofstaehannels at a time. This
standard is not a multichannel proto¢®l.

ZigBee, WirelessHART, and MiWi specification usee thervices offered by
IEEE 802.15.4 and attempts to offer a complete oeking solution by
developing the upper layers which are not covergdthe standard. Our
designed specification also follows this standarsing 2.4 GHZ ISM band in
physical layer and super frame structure with CSE®W/protocol in MAC

layer) and adds network construction (mesh networkscurity, application
services, and more.

2.3 TinyOS

TinyOS is an open-source operating system desifmedireless embedded

sensor networks. It features a component-basedtestire which enables

rapid innovation and implementation while minimgicode size as required
by the severe memory constraints inherent in semsworks. TinyOS's

component library includes network protocols, distted services, sensor
drivers, and data acquisition tools —all of whignde used as-is or be further
refined for a custom application. TinyOS's evernan execution model and

fine-grained power management yet allows the sdivegdlexibility made
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necessary by the unpredictable nature of wireleasnaunication and physical
world interfaces™

Sensor node used in our WSN health care systerntppet all have installed
TinyOS version 2.0. It uses message_t structuretwls tinyos-2.x standard
message buffer. Sensor nodes use this messagectustr both to form
network route and send/received messages. We amg @go discuss this
message _t structure in the later chapter.

2.4 GSM/GPRS

Global System for Mobile Communications (GSM) ise timost popular
standard for mobile telephone systems in the wdwtatording to the statistics
of GSM World Association in 2008!, GSM standard is used in more than
80% of the global mobile phones and more than libbiusers. GSM supports
short message service (SMS) which is used in otewgey design. Release '97
of the GSM standard also added General Packet R3diwice (GPRS)
capability.

General Packet Radio Service (GPRS) is a packented mobile data service
support by GSM standard. It is a method of enhan2i@/3G phones to enable
them to send and receive data more rapidly. GPRS8datd support both
TCP/IP protocol and point-to-point protocol (PPRJith a GPRS connection,
the phone is "always on" and can transfer datangtraoment, and at higher
speeds: typically 32-48 kbps. An additional bene$it that data can be
transferred at the same time as making a voice G&IRS is now available on
most new phones GPRS is widely used in modern industry. GPRS uses
data terminal to access into internet, and procigltomers with stable, high-
speed, always-on, low-cost data transmission chianfiberefore widely used
in a variety of remote data transmission and maoinigosystem.

In the control areas, the traditional wireless daaminals usually use the
system architecture with Micro Control Unit (MCW&GSM/GPRS modules.
By the hardware, computing capability constrairftshes kind of terminal, the

overall function is weak, especially in the netwgmotocol development and
support, both with considerable difficulty. In reteyears, with ARM as the
representative of the embedded 32-bit microprocetszhnology has made
rapid development, many high-performance ARM miordmller chip has

almost the same in both power and the hardware 8ostn many industrial
applications, the use of ARM chips to replace thaditional 8/16 bit

microcontroller to work with GSM/GPRS module iseady a very economical,
ideal choice.
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2.5 Socket Interfaces

Socket is a communications middleware abstractiaperl between the
application layer and the TCP/IP protocol suitejohis a set of interfaces. In
the design mode, Socket hides the complicated FCpvbtocol suite behind
the Socket interfaces. What users have to do isthisegroup of simple
interfaces and let Socket to organize data in a@eomply with the specified
protocol. Figure 2-2 shows the Linux system protosien using socket
interfaces.

USER .

Space Application Layer
T
: Unix Socket :

|
: .
I Linux :
: Kernel TCP/IP Protocol |
: Spaci :
| |
; Linker Layer !
|
: .
| |
: Device Driver :
| |
Phy5|call Network Adapter
Connection

Figure 2-2 Linux system protocol stack with socket

Smart gateway has to transmit data through EtheandtWLAN which are
TCP/IP networks. In this design, we use socketfiates to implement send
and receive data through these TCP/IP networks.

2.6 WSN for Health Care System
2.6.1 Why Using WSN for Health Care System

1) WSN vs. video cameras

Comparing to video cameras, multiple sensors peopienty of different type
of information with quantified parameters about #re/ironment and health
state in which alarm and emergent signal is mudieedo be detected, and
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alarm signal can be generate automatically and uhnatedy, without the help
of people. Video camera needs powerful procesdgh Hata rate and large
data memory comparing to sensor node, therefore ptiiee and power
consumption is much higher.

One advantage of using video cameras is that d@bis to provide real-time
picture, but some people must keep surveying avwitheo and further more,
this may cause a privacy problem.

2) WSN vs. wire network

The uppermost advantages of WSN compare to winganktare mobility and
flexibility. In WSN, sensor nodes are no longer hdwvith the fetters of cable.
Eliminating the need for a large number of wirilgSN would be much easier
to set up. We don’t have to re-wire everything ewdren the deployments of
sensor nodes need to be altered in the future oBapnsles can communication
anywhere within the coverage of wireless netwomralth information of the
patient can be transmitted indoor or outdoor; senace even able to attach on
the body of the patient and move with them. Wirglssnsor network is also
highly scalable. The coverage of WSN is easy tcaagpwith a new sensor
node. You just need to plug it in, and then it wbjdint the network without
any extra setting.

3) WSN vs. Bluetooth

Same as WSN, Bluetooth communication is also de&grshort rang, low
power wireless intercommunication between two wssl devices. The main
drawbacks of Bluetooth compare to WSN are:

« First, Bluetooth does not support ad-hoc. DeviceBluetooth network
communicate in a master-slave mode. Master de\asetd spend more
power to choose hopping sequences and the activessbefore starting
the communication.

« Second, active slaves’ number limited to not mbentseven. This will
limit the performance of sensor nodes.

- Third, the active slave must always be switch oaifing to be polled by
the master.

- Last, devices need tight synchronization when gyfast frequency
hopping operations.

4) WSN vs. WLAN

WLAN (wireless local area networks) using IEEE 802is designed for high
speed communication of multimedia devices. Thishnetogy is used in
present-day network and will course more power gonion. It is suitable for
the equipments which have higher processing speedrere memory. Using
TCP/IP protocol in sensor network is also high bead. In sensor network
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application, we need a low data rate, low powersoamption technology like
IEEE 802.15.4 to fit the resources limited sensutas.

2.6.2 WSN Health Care System Introduction

Research group in Jonkodping University has beesareb on the WSN health
care system field for several years and has madarkable achievement and
great contribution on it. This group have estalgdh relatively comprehensive
WSN Health Care System theory and have developgdototype to do
experiment on it. Our gateway designs as part dltHecare system base on
the existing WSN Health Care System prototype inkdping University!”
See figure 2-3. This prototype consists of thrertspa

—— sip
% % Care Center ?/,(_i"!: g“‘ﬁ Phone

A

e o L ; ]
(@mrﬁﬂ Server . =5 At |
sl T POA
= Cell
%

e
== Phone
Sammunication .

Tele phone

Nemmjk_ — Z “Bmart Gateway

e é R
/tw/ 5 o
| ."“;\___\_{;—.S:/‘& o .'I :
\ o LRy agdN ) L/
\¢ L) S e

" Home Sensor Network

Figure 2-3 Structure of Healthcare system interegtions

The first part is monitoring sensor networks. linsisted of body sensor
networks (BSN) and home sensor network (HSN). B3&l sensor nodes

attached on old people’s body and provide the aiyls@nsing information of

him or her. HSN are group of location-fixed sensodes with multiple sensors
providing temperature, relative humidity, light sers, microphone, and so on.
HSN is distributed in living room, bedroom, kitchdmathroom and corridor

hiding in the sofa, bed or chairs.

The second part is the access devices, which matewagy. This gateway is
usually a base station of the home sensor netwomksch provide an
interconnection between the monitoring sensor neksvand central server
system via PCN. It has to handle the connectiorblpro between multi-
network communications.

The third part is central server. It can be divideto four sub-parts: a
conceptual database, a decision mechanism, a apitation gateway and a
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service management platform. The conceptual datalsasised to store the
profiles information of the elders, the normal datalected by the sensor
systems, the detection result, and report or alags. Decision mechanism use
Hidden Markov Model to detect the elder's comingi@at and health state.
Once the dangerous situation is detected, theideaisechanism will drive the

smart gateway to issue an alarm to the relativesepmrt the emergency
situation. The service management platform is aerfiace of the whole

system. The smart application gateway can estabbstimunication with the

caregivers to report the situation of the eldéts.

This WSN health care system prototype has beenrnekinktping University
lab and has obtained the expected results.

2.7 Gateway

A gateway may contain devices such as protocolskasors, impedance
matching devices, rate converters, or signal tedosd as necessary to provide
system interoperability.

In the health care system, central server in HClRichvis “far away”, can not

send requests or receives any data directly fronNWat is because central
server is not within the coverage of WSN. It caty@tcess services of a WSN
through Public Communication Network (PCN). Butsans nodes in WSN do
not have the necessary protocol component atsfsodal to communicate with
PCN and thus requiring the assistance of a gateway.

Gateway acts as a proxy for the set of sensor niod@éSN. It represents all
WSN to answer the requests from HCC. In this waypoe side, sensor node
does not have to know the existence of HCC and diapense with all
mechanisms connect to PCN. On the other side,alesgrver in HCC does not
have to handle multi-hop routes in the sensor nétvemy more to find the
exactly node.

With the rapid development of embedded system harelwgateway becomes
more and more powerful due to better and betteurees e.g. faster control
unit and bigger memory. These make it possible #$@whe tasks which
originally belong to the central server can bedfamed to the gateway. In this
way, we can move the processing intelligence clts#re sensing device.

2.8 Relative Works

As what we have discuss above, Gateway design rig imgoortant for the
whole healthcare system. WSN gateway design hesctatl a lot of research
effort in recent years and a number of articlesehla@en published. There are
many noteworthy aspects when designing WSN gateway, energy
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consumption, memory space, reacting speed, datanchat protocol
compatibility, and so on.

In book [1], base concepts of WSN gateway are bfmgvard, including
existence signification, basic roles, network addreganslation, multi gateway
selection, grouping sensor nodes, locating spesiicsor node and how to
integrate WSN with general middleware architectete, These are part of
essential questions we must consider about betaréng to design our own
gateway.

Paper [4] has commendably summarized the WSN heali system. In this
paper, a prototype of WSN health care system ikl lup. Construction of the
whole system and function of each part has beetribdes in detail. From this
paper, we can clearly see the interconnection katw&/SN, gateway and
public communication networks. This system struetis mainly use for
reference in our whole system design. Furtherafomuch as this, more detail
about the gateway design and a novel gateway w@rkiodel will be
discussed in our thesis.

In some case, like disaster management, combat fetonnaissance and
secure installations [6] [7], gateway placemeningportant due to sensors
number is large and they are miniaturized workintpwmall battery. In paper
[8], genetic algorithm for hop count optimizationdagenetic algorithm for
distance optimization method are used in ordereiecs the best sport for
placing gateway for each group of sensor nodefaosensor nodes’ data can
be delivered to gateway with the least latency. Bor thesis, gateway is
designed for an old people living in his home, whicually is a small size
compare to disaster locale or a combat field. Latgoroduce from distance
between of sensor nodes would not be much correspgiy. Moreover,
location of the gateway is usually not an arbitraption in an old people’s
home. But we can try to adopt the hop count optin proposal when doing
simulation in laboratory.

In some case, gateway, on one hand, has to comatemiath different WSNs

with different protocol for data acquisition, raug, and various applications;
on the other hand, has to communication with mO@P/IP protocol such as
IPV4 and IPV6, to compatible the need of modermvoet. In order to achieve
this requirement, authors in [9] have designed tevgay with a configurable
engine for protocol translation. This gateway isdzhon the application-level
gateway™™ concept, in which the gateway contain all the geots for both

networks and protocol translation happens in thiegtion layer. Services and
protocols for both WSN and Internet side are dedaas extern and export
modules, so that these services and protocol ale tabbe selected and
configured and updated on line remotely. Furtherangateway designed in
this way can connect heterogeneous networks andderprotocol and service
translations to different combination of protocots both sides of the gateway.
Building network protocols as models and configuaad updated on line are
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really very good features for a gateway design ithe&in improve the gateway
compatibility. We can consider it as one of theufatwork.

In some situation, WSN in health care system gile@e quantity of real-time

vital signs to calculator computer. It is not a dodea to do the calculation by
only one computer. In paper [12], authors suggestide Grid computing

technology to analysis the vital signs collectemhf\WSN and deriving results.
So authors designed and implement a SensorGrigvggte connect the WSN

and Grid network. Unfortunately, authors did notacly described protocol

conversion process. The preconditions of using Goichputing are existence
of Grid computers and high speed and stable networinection. If these

preconditions are not satisfied, it is differenttést if your gateway design is
good or not. Further more; grid computing requigggat financial and

technique support. If the vital signs can be angalysthe gateway, system can
be more economical and stable. In our gateway desig suppose we have
already finished the data decision system andtusdfinish this job in a single

gateway.

For health care system, recognizing old peopledthestate is a very important
work, and at the same time, a very difficult wdrkpaper [11], author suggests
to use Hidden Markov Model to recognizing the adivof the old people.
Beside the data from sensor nodes, circumstandesmation like older
people’s current location and identity, activitydatime are use to form the
context categorization. Sensor nodes data are @amge and form this
categorization then given to Hidden Markov Modeld @eople’s states and
activities are defined in the system and the outputeduced conclusion is one
of these state and activities. Hidden Markov Modelone of the most
important algorithms of the data decision systerounsmart gateway design.
Use it the abstract health state of the elderlg, ittfluence of measurement
errors and transmission errors can be reduces.dheé of the research projects
in our research group and it is now in prototypegst In our gateway design,
we consider combining Hidden Markov Model into tiegeway design as one
of the most important future work.

An online sensor data access service in the gateamayrovide the users with
great convenience. Authors in [17] have proposéidhaweight approach for
interacting with networked devices. Base on thessg of Web 2.0 mashups,
they tried find a way to maximize reuse the exgtshared devices using
standard Web technologies. This design is a looselypled infrastructure for
Web of Things and gateway is able to access semstes through a RESTful
interface [18]. Implementing a web-based interactemd management in a
gateway can also be one of the future works toigeovemote data access to
the WSN.
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3 Design and Implementation

3.1 Research and Development Method
3.1.1 Research Method

This thesis design follows the system developmesearch methol®. The
systems development approach denotes a way torpenfesearch through
exploration and integration of available technodsgio produce an artifact,
system or system prototype. System developmenséscan the theory testing,
more than theory building aspects of researchwallp a smooth progression
from development to evaluation. Base on thesegsystevelopment research
method is properly for researching and testinggateway prototype. System
development research process is an iterative na@aebined with our actual
situation, the smart gateway research proceslsissrated in Figure 3-1.

Step 1- Concept building
Construct of smart gateway, investigating the
functionality and requirements of it.

A 4

y

A
Step 2- System building
The construction of the gateway prototype through
4 follow steps:
2a-Development the system architecture

Developing the smart gateway architectural des|gn
and defining functionality, component and
interrelationships of this smart gateway

2b-Analyse and design the system

Design the knowledge base and processes to carry
out the function, developing alternative solution.

2c-Build the prototype system

Learn about the whole WSN health care system
concept and framework. Build up system hardware
and software.

~—

A

A

A

A

A 4
Step 3-System Evaluation

Observing the use of the smart gateway by casg,stud
evaluating the system through laboratory, conclusi
the research result and consolidating experiences
learned.

A

Figure 3-1.System development research method ggese
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In this section, we are going to follow this resdamethod processes and
discussed about the smart gateway design in detalil.

3.1.2 ARM Linux System Development Processes

General embedded systems development methodolaghyoisn in figure 3-2.

When the programmers begin to develop an embeddestens based

applications, first, develops in a host computethwthe development tools
which relative to the embedded devices you chasé,then use the software
simulator or evaluation board for debugging, amelfy generate the image file
on the host computer, and programmed into the sidorte embedded
products.

Stand-alone

Host PC embedded product

E“vueﬁ‘uation board

Figure 3-2 Embedded system development processes
Generally, there are three steps when developm@BM embedded system

(1) Objectives hardware system development. Like Migyogssor,
memory, and peripherals selection etc.

(2) Basic system development. This includes system lopotorogram
development, kernel porting, file system developtnemardware
drivers development, etc.

(3) Application development.

In this design, we follow this development processe build up the smart
gateway system.

3.2 System Overview

Base on the system development research methedmportant to investigate
the functionality and requirements of the smarewgaty at the beginning. On
one hand, the requirements analysis takes thensyspecification and project
planning as a basic starting point of activitiealgsis, and performs inspection
and adjustment from the software point of view; e other hand, the
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requirements specification is the main basis of tvemfe design,
implementation, testing and maintenance.

The WSN health care system architecture is illtstran figure 3-3. The whole
system consists of four parts. The first part 8 thonitoring object; means
elder's home where sensor nodes are probed to gépla data of old people
likes behave, activity, health state, and livingiesnment information. Health
care system has many old people, so this monitasinjgct is a plural. The
second part is the monitor - Healthcare centernNi@ of healthcare center is
to monitor health state of all old people in thisstem and make sure the
normal operation of the entire system. Center ses/déocated there to save
necessary information of the elderly and providesiety of monitoring
methods to indicate the current situation of traeel Third part is care-givers
including doctors or nurses in the hospital anddliepeople’s relatives. They
are responsible for dealing with the report mesgagemal or alarm message,
from internet or SMS) that sent to them. They daon aheck the elder’s current
state through webpage which provide by Healthcare.cThe fourth part is
Public Communication Network (PCN) including Inteth GSM/GPRS,
Ethernet, and WI-FI. PCN connects all the othezdlparts together.

%aaljlo_sigita_l,
. ] \

____________ —"::"/Sensors
networlg/

‘.. Elder's hom

Figure 3-3.WSN health care system architecture

From this figure, we can see that gateway belongad one (monitoring
object), and it acts as bridge between WSN and PGHering multi

communication ways to make sure required messag®dedransmit to desire
destination.

Detail requirements of smart gateway design arfelbsv:

1) Providing a mechanism to connect the WSN baagost (sink) and
received sensor collection data from it or sendroamd to WSN.

2) Providing DB to save sensor data.

16



Implementation

3) According to the current input sensor data and dateed in DB,
determine the current health status of the elderly.

4) Sending notify to HCC periodically through imet if the old people’s
state is normal. Send urgent notify to HCC througternet and SMS to
caregivers through GSM network.

5) Providing WLAN connection for short distance el@ss devices like
PDA and laptop so that they can access to the DBegeive notify.

6) Receiving and execute commands from HCC.

7) Providing management software to control thekimgy flow of all the
requirements that mention above.

8) Providing fast enough processor, big enough mgnamd adequate
external ports for these system requirements.

3.3 Hardware Structure

In the previous section, we have mentioned theireaents of smart gateway.
First thing to do is, base on these requiremerdssider the whole smart
gateway as a black box so that we can see thenakiaterface of it clearly.

For hardware design, these requirements can bepgdounto three different
categories. This can be reflected in figure 3-4

Internet

»

Care-
Smart Gateway WLAN | Givers

y

WSN

GSM/GPR |

Figure 3-4.Smart gateway abstract architecture

Combining this figure with the above-mentioned regments, the design of
the gateway can be divided into three parts. WSNneotion mechanism,
interconnection section and center control unie fsgure 3-5

The first part is WSN connection mechanism. Smateway has to receive
data from sensor nodes and gives commands to thenachieve this goal,
smart gateway has to provide mechanism to join inloWSN. Through this
part, smart gateway provides connection to WSN athbhardware and
software ways. At hardware way, smart gateway adandle interface
compatible and signal translation and rate coneardror software, it has to
translate the protocol using in WSN and extractvildeable data which can be
used by the program using in smart gateway.
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Our smart gateway design is developed from the WfelElthcare system
prototype from the research group of JOonkoOping Ersity, so the WSN
module should compatible with the existing WSN gsimthe prototype. To do
this, there are many WSN modules we can chooserioect the sink node.
Sensor nodes in this prototype are MICAz MPR2400nufectory by
Crossbow Company. Crossbow Company provided thasi linterface boards
with different types of connecting port to connedth MPR2400 node. They
are MIB510 Serial Interface Board, MIB520 USB Ifiéee Board and MIB600
Ethernet Interface Board. It is fast and easy tecinéhe existing WSN in the
prototype if we choose one of these three intertacard as WSN module.
Comparing MIB520 and MIB510, the former one use UBtBrface while the
later one uses serial port. Relatively, USB hawesé¢hbetter characters like:
higher data transfer rate, plug-and-play, smallee,sand larger number of
ports. MIB600 provides Ethernet connectivity to LA®bnnected to host
device. But if we use MIB600, the host device, whigeans the smart gateway
in our situation, must include the DHCP functiomisTwill take more memory
space, making the system structure more compligate consumption more
power. Comprehensive consideration all these, wseddo use MIB520 as the
WSN Module.

: Center Control Unit
|

|
|
USB ELAN WLAN
DB <|_> Host Controller 4Jl_> AP A’@
|
|
|
|
|
|

Smart
Gateway

I ¢ # N

| \

: CPU & Memory

|

|

GSM
WSN

@ﬂ | Module ‘J—’I UART 4—"’| MODULE Z—

Figure 3-5. Hardware structure of Smart gateway

The second part is interconnection mechanism. is plart, smart gateway
provides physical connection to Internet, WLAN &8M/GPRS network and
finish protocol and signal translation and ratevasgsion.

For Internet connection, an ELAN controller is negdlt can be provide either
by an external unit or integrate in the center @ninit. On the basis of this
controller, coupled with the WLAN Access Pointserththe smart gateway is
able to connect to a WLAN. This WLAN AP allows osmart gateway to

connect to wireless network using Wi-Fi to the ohedton host within the

wireless signal coverage of this AP.

There are two steps to connect to internet and WLANt step, smart gateway
uses the IP address provides by the server in ntexnet. Second, smart
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gateway provides DHCP to build up WLAN with an exwireless AP. These
two steps can be implemented by center control amia powerful wireless
router. When this task is completed by center obninit, system will have a
higher integration and the wireless AP can be smphd smaller size. If a
powerful wireless router is used, center controit wvill have simpler OS
structure and can focus on data processing moris. ddn also reduce the
design duration time for prototype building up. Téheadvantage is an extra
router will have bigger size and consumes more polerder to speed up the
calculation time and shorten the design durationeti we chose D-Link
Company’s DIR 301 wireless router as our wirele§siA our smart gateway
prototype design.

A GSM/GPRS module is also needed to connect to &GHR/S network and
send SMS and GPRS data to caregivers. In our designchose GT64
GSM/GPRS terminal to achieve these connections.

WSN module, WLAN AP, and GSM module together, wé tteem external
communication modules (ECMSs).

The third part is center control unit. This is time@st important component of
smart gateway, and we need a cost-effective, lowepohigh performance
control board to finish this job. Requirements lie tenter control unit are as
follow:

= Enough storage space

Considering the operation system kernel, inputfoutguffer for
communication, develop program, also DB to stolenassages come
from WSN, center control unit require a large cayamemory. Generally,
embedded system board does not have a large stepage, so center
control unit has to support high speed external orgm

» Fast enough processing speed

In this health care system, gateway needs to psoceEssages send over
from 10 to 20 sensor nodes. All these messagestbawe computed in the
DDS system to determine the current state of tbgpebple. Concurrently,
the two-way communication with HCC must be procdssetime. So the
smart gateway must have fast enough computatioadsfu these tasks.
Memory allocation and program optimize also havebéoconsidered to
speed up the system. We will discuss this in Isg¢etion.

» Adequate external interfaces

As show in figure 3-5, center control unit has émtrol both WSN Module
and all interconnection modules. Furthermore, tat@account of the need
of USB memory. These require the center control t;provide enough
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necessary hardware interfaces (including RS232, ,U=Bernet) to all
these modules at the same time.

In this smart gateway design, we use a S3C2410lafewmard as the center
control unit.

3.3.1 Base Station

In our smart gateway design, MIB520 USB Interfacaf8l is used as the WSN
connecting module. MIB520, which show in Figure (&)6 manufactures by
Crossbow CompanyThe MIB520 provides USB connectivity to the MICA
family of Motes, which use in WSN of the Jonkopldgiversity prototype, for
communication and in-system programming. The US8dmnnection provides
56.7K baud rate, sensor node on board programmmitgyface and power
surprise to the devices.

(a) (b)

Figure 3-6. (a) MIB520 USB interface board, andifibgrface board attaching
with sink node

MIB520 USB Interface Board uses FTDI FT2232C chipicki allowed the

gateway to use USB port as virtual COM port. Hastice requires a FT2232
chip driver to communicate with MIB520. With thisixcer, the host driver can
read and write the USB bus easily like a seriat.pbne MIB520 offers two

separate of these COM ports to finish two main foms.

First port is dedicated to in-system Mote progranmgniThrough the MICA-

series connector, MIB520 has an on-board in-syspeatessor (ISP)—an
Atmegal6L located at U14—to program the sensor nGdee is downloaded
to the ISP through the USB port. Next the ISP paiotg the code into the
sensor node. This required the host device, whicbnnected to having Mote
Works/TinyOS installed. It is too much load for singateway, so this work is
usually given to the host PC.

Second port is used for data communication witht ldessice over USB.
MIB520 connects to WSN by attaching the sensor nodés MICA-series
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connector. Any sensor node can function as a kdasers when mated to the
MIB520CB USB interface board. See Figure 3-6 (blteAa sensor node is
attached to MIB520 and become a base station, litdetect all messages
which have destination address of host device @mdl & over MICA-series
connector to MIB520, then go through USB bus td kiesice.

3.3.2 LAN/WLAN Router

In order to reduce the load of center control @mt build up the prototype
fast, a D-link DIR-301 wireless G router (See fig8-7) is chose to connect
smart gateway to Internet and WLAN.

Figure 3-7. Photo of D-link DIR-301

The D-Link Wireless G DIR-301 Router which is calgabf transferring data
with a maximum wireless signal rate of up to in #2@GHz frequency. Indoors
wireless operation ranges up to 328 ft. (100 mgters

The DIR-301 fully compatible with the IEEE 802.14bd 802.11g standard, so
it can connect most wireless connection devices RIDA or intelligent cell
phone which compatible with these two standard.

The DIR-301 provides up to 54Mbps wireless conectvith other 802.11g
wireless clients. The performance of this 802.11ghass router gives you the
freedom of wireless networking at speeds 5 timesefathan 802.11b. This
capability allows caregivers and maintainers, wlome to the old people’s
home to check the operation of the healthcare syste participate fast
connect to the smart gateway. This router alsor®ffeur Ethernet ports to
support multiple computers.

3.3.3 GSM/GPRS Module

The GT64 which used in smart gateway design is aéd@mn based Quad band
GSM / GPRS programmable Terminal. The GT64 Termisan intelligent
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GSM/GPRS control terminal that encapsulates evenytmecessary for the
wireless Mobile to Mobile (M2M) communication inclung SMS and GPRS
class 184 that we use in our smart gateway design. FigugesBow GT64
terminal with a RS232 Serial cable and a GSM 180@0IMHz antenna.

* Egi

Figure 3-8. Photo of GT64 with antenna

GT64 terminal can be used as a standalone and pdvE?RS modem with its
intrinsic TCP/IP stack. The GT64 has an integrateshdard SIM card holder
and connectors, like Serial and Mini USB connegtiwhich means less need
for additional hardware. The numerous inputs anpus, which are common
used can be reconfigure by command setting, proladadditional functions
and features to make the M2M solution innovative aost efficient. In our
design, RS232 Serial Interface is used to commtioitawith the center
control unit.

GT64 is a programmable telemetry device. In conaratith the M2mpower
Software-Editor, it allows us to program our owrplgation special for health
care system and store it on the GT64 Terminal hud minimizes the need for
extra componentdt is compatible with the standard AT commands \Wwhig
widely used in modem control. This makes the teangasy to control and
reduce the time to build up the prototype.

3.3.4 Center Control Board

In our smart gateway design, we use a S3C2410 al@wvent board to
implement the center control unit. See figure 3-9.

22



Implementation

VGA COM2

LCD Interf 2USB| [USB Ethernet
Interface ntertace com1 HOST | DEVICE| |Interfacs

]1!_?’?’::

JTAG

S3C2410 || SD Socket CS8900A
core boarg| (back side Ethernet card

Figure 3-9. Photo of center control board

This S3C2410 development board uses SAMSUNG S3C2416 board.
S3C2410 microprocessor is designed to provide Imetadl-devices and general
applications with  cost-effective, low-power, and glnperformance
microcontroller solution in small die size.

S3C2410 microprocessor has a wealth of featureshaytdprice-performance
ratio. It is developed using an ARM920T core, 0rh8GMOS standard cells
and a memory complier. The ARM920T implements MMAMBA BUS, 5
steps pipeline and Harvard cache architecture gefarate 16KB instruction
and 16KB data caches, each with an 8-word linetten§upports the ARM
debug architecture, provides 200MHz (maximum 266MHaperating
frequency in standard mode, and 64-way set-assceiaache with I-Cache
(16KB) and D-Cache (16KB).

S3C2410 core board we use in this design providddByte SDRAM and
64MByte NAND Flash onboard, 32bits bus width an@X®iz front side bus.
This guarantee all application programs can beestmboard and have fast
executed speed.

This development board has abundance of peripheEdtsernet controller
(CS8900A) providing a RJ45 10BASE-T Ethernet irdeéef to help the smart
gateway to connect to local computer or LAN; Two2R3 Serial UART ports
for GSM/GPRS terminal connection and computer clensiovo USB host for
MIB520 module and external memory to DB; JTAG dejing / programming

23



Implementation

interface; SD card interface offer one more option external memory.
Interfaces all located in the side of the circwafa, facilitate the users directly
installed in the chassis.

3.3.4.1 ARM Linux System Development Processes

An embedded system development is separated ingraddayers. Different
layer have different task. Figure 3-10 show thadgfodevelopment sequence
of an ARM Linux system.

USER Application

A

Root File System

A

Device Driver

A

Linux Kernel

A

BootLoader

Figure 3-10. Embedded system software layout

Bootloader lay at the bottom of an embedded systeftware layout, mainly
responsible for arm board boot up initializatiorolléw by the embedded
system kernel and kernel is device driver. Finalbgt file system and user
application.

Before we start our smart gateway application dgyab, all those lower
layers must be established, design to fit for cealth care system design and
port into the NAND flash onboard.

3.3.4.2 BootlLoader

Bootloader is the first paragraph of the code that after the system power-
up. It is equivalent to the BIOS of PC. To putimply, bootloader first load

the Linux kernel from memory to RAM. Then it iniizes all the necessary
hardware devices on board. During this step, sonessages which are
required by the system kernel are created and gpasdeernel through relevant
mechanisms. This will bring the system hardware softlvare environment to
a proper state. Last thing it does is system tedt give the control of the

development board to Linux operation system.
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In our S3C2410 development board, we use the operces bootloader
program VIVI, which is developed by MIZI Company $outh Korean. Base
functions of this VIVI are as follows:

Download image file, like OS kernel and root filssem, into memory
through Serial port or network.

Setup the system boot up parameters.
Initial hardware and boot up the operation system.
Memory partition and bad block detect.

Boot up delay setting.

When doing memory partition, one thing should pdaterdgion to is the
application space must be big enough. In some efethbedded system, root
file system and user application are put into tuffecent partitions. This is will
waste some space of the memory and is not suifableur smart gateway
design since our program is big. Also, size of otrtitions should be set to
not too much bigger than its original size. Afteeasuring the size of VIVI,
system boot up parameters and Linux kernel, pamtitable for our smart
gateway design is set to be as show in Table 3-1.

Table 3-1 Memory Partition Table

Name Offset Size Flag
VIVI 0x00000000 | 0x00020000 (128KByte) 0
Param 0x00020000| 0x0001000 (64KByte) 0
Kernel 0x00040000 | 0x001CO0000 (1.768MByte) 0
Root 0x00200000 | Ox03CF8000 (60.992MByte) 16

3.3.4.3 Linux Kernel Tailoring and Kernel Porting

Linux kernels support many different hardware platfs or also call hardware
architectures, like ARM, MIPS, 1386, and Alpha etdl supported platforms
are stored in the file names “arch”. Each of tmchdecture contains number of
sub-system. If the hardware architecture is nopstgn the Linux kernel, you
have to find or build a patch match your hardwaghidecture and the using
Linux kernel. A lot of code modify is needed al3terefore, the selection of a
suitable kernel becomes the first task.
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Samsung S3C2410 has become a standard Linux suplatidrm in ARM
architecture. Linux kernel can run very well in t8&8C2410 target board
without any patch. After Linux 2.6.11, Linux kerngtarts to include its own
NAND flash partition information and support Yet dther Flash File System
(YAFFS) which is the only file system, under anyemgting system, that has
been designed specifically for use with NAND fla3AFFS not only speeds
up the loading speed of the file system, but atsoeiase the file access speed
and lift the maximum file size limited. Both of NANflash and YAFFS will
be used in this design. In our smart gateway designdecided to use Linux
2.6.14 kernel.

Normally, the Linux kernels we can download frontemmet are for X86

architecture. They can not be used directly to &MAsystem. Porting a Linux
operation system from X86 architecture to develapnb®ard usually includes
three steps. First, establish the cross-compilow thain in PC because C
compiler can not be use in ARM architecture. Secsteg is kernel tailoring,

recompile, and porting; and also the necessarywaasd driver porting. Third

step is user application porting and realize thesmg libraries.

The kernel is the core of the system software. &lgporting is a complex task
and also a very important process for embeddecsystevelopment. Even
though S3C2410 core has been supported by Linugfl&ernel, but we still
have to do a number of modification base on theakdtardware configuration
of our specify development board. These followiteps have to be done:

1. Add NAND Flash support into kernel code and configil. A partition
table has to be setup for kernel compiled and Wl later use in
development board starting up. This partition tablest be same as the
one we set in VIVI.

2. Driver for Ethernet controller CS8900A and YAFF® aot included in
this kernel. We have to download it, put it inte ttorresponding folder
and modify all relative head files to include therto the optional table
manually.

3. Linux 2.6.14 kernel code can not handle two USBtgasing at the
same time well due to the incorrect setting of MG3Cregister. So we
must modify the code of it. This code is enclosedppendix.

4. Kernel options configuration. Linux kernel soura&e contains a lot of
optional modules (more than 100 optional modulék)w to choose
between these modules in order build a small s fall-featured
kernel which meet the requirements of our smarwgay become a key
issue. Choose these modules carefully base onebd of the smart
gateway with the principle of saving power consumpand space. Pay
attention to Network File System (NFS), FTDI sugpdihey are not
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included in default setting. The reason of why weedh NFS is
discussed in Appendix.

After the kernel is configured, it can be compiladd then use HyperTerminal
or JTAG downloaded it to the development board.

3.3.4.4 Root File System

Root filesystem is an important component for Lirgsystem booting up, and
also necessary for normal operation of the oparaystem. Kernel code image
files are stored in root filesystem. When systemting up, kernel will load the

root file system to RAM from NAND flash, and thenount the necessary
system devices into it.

The original Root Filesystem installed in developinkeoard is a Compressed
RAM File System (CRAMES). This file system followslesystem Hierarchy
Standard (FHS) and was made by BusyBox 1.0. Stdridaters likebin, dev,
etc, lib, usr and common commands likg vi, cat, mount, taetc are included
in this filesystem.

One shortcomings of this filesystem is that thea@guage library using in it is
version 2.2.2. This doesn’t meet the requiremehth® SQLite and DDS in
our gateway design in which they require the gliaving at least version
2.3.2. In order to save the time in building a newt filesystem, instead, |
extracted all file from this original CRAMFS systemPC; updated all the link
files in folderlib to the version 2.3.2. Instead to compress this filesystem
to CRAMFS again, | decided to use YAFFS this tirAs.already mentioned
above, YAFFS can speeds up the loading speed dil¢h&ystem, increase the
file access speed and lift the maximum file sip@itid. Actually, we will wait
until all user applications development are accashpld, and then compress it
into the new filesystem at one time. During devaiept, we use NFS to test
our program.

3.4 Work Model

Smart gateway acts as a communication bridge betwW&8N and Public

Communication Network. It stands in the centre afadransmission of Health
care system. Even through many researchers are itiomgnthemselves to
apply WSN in medical application, but there islsigither industry standard
nor protocol for using WSN to Healthcare systemlumaw. Here, base on the
prototype of WSN health care system research bkajng University, we

have work out a set of corresponding communicapostocol for between
gateway and WSN, and between gateway and publiecnzontation network.

In order to make better use of the original systesnile developing a more
efficient and more reasonable system, our gatewesigd is divided into
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simple model and intelligent model. From the pectipe of the overall system,
these two models are based on two complete diffexarcepts.

In simple model, gateway acts only as a protocandlator and data

transmitter. Architecture of simple mode is shoviigure 3-11. It just connects

to the WSN on one side and HCC on the other, amagstnits data packets
between these two sides without storing them. Bidezalth status monitoring,

data storing, mote status monitoring, and sendrakmd question message to
hospital and relative works are pass to the cesénader.

Smart
Gateway

Relatives

Figure 3-11 Simple Model Architecture

Intelligent model is on the contrary to it. Smasateyvay becomes the central
part of the whole system. It takes responsiblenfost of the data processing
works, like data analysis and storage, elderlyustamote status and WSN
status monitor works are distributed to it. In nafnsituation in intelligent
model, gateway sent health status report to HCGlaelg. Alarm and question
messages will also be sending to hospital andivekaby smart gateway when
those situations are detected. Further more, ggtéwantelligent model also
provide WLAN access capabilities to facilitate tiige of system maintainers
and elder’s relatives to check the operation stafuthe smart gateway by
laptop or PDA when they are closed to the smaréway. Architecture of
WSN Healthcare System in intelligent model is shiofigure 3-12.
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Figure 3-12 Intelligent Model Architecture

The idea of simple mode is that to have all dateest in the central server, so
that HCC can get the latest state information & éhder quicker and also
easier to do the statistical analysis to the hesttite of elder who live disperse.
Simple mode is also designed to compatible their@ighealth care system.
However, due to the correspondence between HCCehlnledt is now one-to-

many, that is, HCC monitor multi number of eldersh@ same time. Therefore,
under simple mode, central server processing spm®dl storage space
requirements will increase rapidly with the increas the number of elder.
Meanwhile, importing large amounts of data to canserver from disperse
gateways will be a burden on transmission netwdréing-distance data

transmit will also increase the error rate. In ithielligent mode, long-distance
network data transfer will be reduced significantgnd central server's
workload can be reduced. Since the data analy$igrig forward to the smart
gateway, alarm and question problem can be deteader and the relevant
people can be notice sooner.

3.4.1 Simple Model

3.4.1.1 Simple model work flow

Generally, there are three entities in this heedite system: HCC, gateway and
WSN. The intercommunications between these thrd#iesnare shown in
figure 3-13. In this figure, the internal functiookentities are hidden, and the
communications between the entities are highlighted
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Figure 3-13 gateway work flow in simple model
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When gateway is configured to simple model, itn/a data transmit tool and
protocol translator. From then on, it mainly conesetwo tasks.

On one hand, gateway offers physical connectioarfiates for WSN sink,

which we have discussed about at session 3.3,ew®ives data packets from
the WSN. Then gateway starts to do the interpuatiato the received data
packet and extract useful information in it, andretl them into send waiting
buffer. Meanwhile, the gateway keeps checking wérettne send waiting

buffer is empty or not. If not, it read the datanfr the send waiting buffer,
packaged it into a TCP / IP packet, and sent théocentral server of the HCC
through internet.

On the other hand, gateway also offers interfaceMaiting commands come
from HCC to WSN. Those commands are used to cotitelsensor nodes’
working state in order to reduce interference inNM8 save power of sensor
nodes. These commands packets will not be issuachigh frequency, so the
gateway does not need a big receive and send buffiethem. To handle the
commands packets, gateway only has to explain OB TIP packets from
HCC, and then sent directly to the sink in semairfat.
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3.4.1.2 Packet format between WSN and gateway

Sensor nodes used in this research have TinyO#$4dlled. In TinyOS-2.x,
the standard message buffer is called messagermeFstructure of message_t
is shown in table 3-2.

Table 3-2 Frame structure of message_t of Tiny@S-2.

Content | Destination Link Message| Group ID | Active Payload
address source length message
address handler
type
Size(bytes 2 5 1 1 1 Usgr
design

Frame head (from destination address to active agessype) is used for
packet routing in WSN. They are useless to the HOGly the “Payload”
segment is useful for smart gateway or HCC.

We consider the “Payload” segment design is verpoitant to the smart
gateway design because, first, it realizes the tions of WSN healthcare
system, and second, the data package has thetltngesmits number in the
WSN. Its designed significantly affects the ovemstem functionality and
efficiency. We designed the Payload format is aswshin table 3-3.

Table 3-3 Payload segment design for TinyOS-2.0

Content Mote ID Counting Data Type¢  Data value Palen

Size (bit) 16 16 8 16 16

We try to keep this payload segment design asieffias possible. “Mote ID”
segment indicates the packet sender’s id. “Couhtsggment is the packet
sequence number or time stamp. “Data Type” idedifthe type of data
packets. We have considered nine different kinodabé packet for both home
sensor network (HSN) and body sensor network (B8Ndur health care
system prototype including heart-beat rate, tentpsgamicrophone, Received
Signal Strength Indication (RSSI) etc. “Value” segrnrepresents the data type
value got by the sensor. “Parent ID” segment indgahe mote ID of the
sensor node of the last hop in its transmissioh. pat

Experiments in chapter 4 proved this payload desigets the requirements of
data communication between nodes in WSN.

3.4.1.3 Command packet format from HCC to gateway

There are four types of command from HCC to gateway

One command is to configure the gateway’s work rhadeich means to
change the gateway between simple model and geellimodel.
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The other three types of commands are used to gquoefiWwSN. Gateway
receives these types of commands, transfers thesertal format, and sends
them to the sink node. Three commands are defiséollaw:

(1) Change the running channel between the motég3il.

(2) Change working/resting time percentage of @ifpe node.
(3) Change the packet sending rate of a specibele.n

Among them, command 1 will issued only when thetregiserver detected that
the current channel interference used in WSN hasrom the permissible
limits. HCC issues commands 2, 3 according to tlivides frequency of the
elder. For example, when the elder is sleepingisrbedroom, we can reduce
the working/resting time percentage and packetisgnate of the pressure and
sound sensors which located in the sofa in livimgm, and so on. The purpose
is to reduce the node’s power consumption. The cangdrnpacket has the
structure like table 3-4.

Table 3-4. Command packet format

Content Mote ID Command Type Value

Size (bit) 16 8 16

One thing has to be noted that is different typesemsor node send packet to
smart gateway in different frequency. It is easyutwerstand that like the
pressure sensor in the sofa do not need as hidteppaiequency as the blood
pressure one. And the packet frequency has to &egeld due to some special
situation that we mention above. By this packeaicttire, smart gateway can
changes the packet sending rate of a specific semste. The node number
can put into “Mote ID” segment, “Command Type” $ethis is a command to
change the packet sending frequency of the nodetl@d‘Value” is the
required frequency.

3.4.2 Intelligent Model

As what we had discussed above, smart gateway leecemral part of the
health care system in intelligent model. We consile smart gateway as the
proxy of all sensor nodes in this elderly home. de hand, data packets do
not send to HCC directly anymore. Smart gatewayides Data Decision
System (DDS) to sort and analysis all data senth fldSN and detect the
elder’s current health state. The results of DD v stored into the database
in smart gateway. On the other hand, smart gatepvayides functions to
handle the requests come from HCC, sent reply badke statistic results in
the database.

3.4.2.1 Intelligent model work model

Generally, there are three entities in this healtine system: HCC, smart
gateway and WSN. The intercommunications betweeagethihree entities are
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shown in figure 3-14. In this figure, the intermahctions of entities are hidden,
and the communications between the entities aldipiged.

HCC GW WSN

GW Configurations
WSN Configurations

GW Starts Receiving Da‘ta

P

GW Data Decision System

Normal Report

/
ACK
 $

Report Request

‘_W
Elder Health Report

 Ferteam Repon

Sensor Nodes Configuratipn

GW Report Generat|e

GW stops receiving

Figure 3-14. Work flow of gateway in intelligent ol

From this figure, we can see that the HCC and sngateway are
communication in hand shake protocol. At the beigignGateway and WSN
boot up with their default configuration. Then HCnds both gateway
configuration commands and WSN configuration comasamo initial the
gateway and WSN. After the WSN is configured, dirtst to collect sensed data
and transmit to gateway. And DDS in the gatewaststa monitor the elder’s
current health state. If no questionable and dangerstates are detected,
gateway will periodically sends normal state pagketthe remote server. The
remote server gives ACK to each of this packet. Nvhecessary, the remote
server will send commands to gateway asking for dbesor data during a
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specified time period. To response this, gatewanegmes the report packets by
accessing to the database, and sends them to rtiegereserver. The remote
server may also send commands to control changimg €onfigurations of the
sensor nodes, as we have discussed in section33.4He gateway treats this
kind of commands in the same manner as the im#atn requests and
forwards them to the WSN directly.

In intelligent model, we have designed special packtructure for the
communication between WSN and gateway, and betwie@ and gateway.
These packet structures design is significant saurational design of these
packet structure can reduce data flow rate, sotttemburden on the channel
will be reduced and furthermore to improve commatan efficiency. Main
task of smart gateway in application layer is padanversion between WSN
and HCC.

General speaking, base on the transmits directiah rale of packets, the
gateway has to handle five different kind of paskieicluding packets from
WSN to gateway, packets from gateway to HCC, packetm HCC to
gateway, packets form gateway to WSN and packeis fgateway to Cell
phone.

3.4.2.2 Packet from WSN to gateway

In intelligent model, WSN sends packet to smaregaty in the same packet
structure as it did in simple model which includipgcket head and payload.
See table 3-2.

In intelligent model, smart gateway has to analybis packets come from
WSN, so the packet structure has to be clearly nstaled. As we have
discussed above, sink node of the WSN is attachedhe MIB520 USB

interface board to form the smart gateway WSN nmedWVhen the

“Destination address” segment of the packet is Bickv means this packet
should be sent to sink node, this packet will bespd to MIB520 interface
board and then sent to the center control unitudnoUSB cable in the serial
communication format.

In the serial communication format, packet is webpon both ends by
reserved byte “OX7E”. The “OX7E” reserved byte i$rame synchronization
byte which used to detect the start and the entleopacket. If the data byte in
the “Payload” segment is the same as this resdryt] this data byte will be
extended into two bytes. An escape byte “Ox7D” wélused preceded and the
payload data will be execute logical OR operationhwyte “0x20”. For
example, when data in the payload is “Ox7E”, il appear in “Ox7D 0x5D” in
the data packet.
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3.4.2.3 Packet from gateway to HCC

1) Data, Alarm and Question packet

Smart gateway will sent five types of packet to HZB8ey are health state data
packet, alarm packet, question packet, report pacienode state packet.

We decided to use the same packet structure fax gdatket, alarm and
question packet. Packet structure is shown in t8dHbe Every segment may
have different meaning in data, alarm and quesiarket.

For data packet, “Packet Type” segment indicatssisha data packet. “Type”
includes humidity, RSSI, temperature, microphone laeart-beat rate etc. We
have designed nine different kinds of data packatkvwill sent from smart
gateway to HCC, corresponding to those nine datagiadypes from WSN to
smart gateway. “Value” is the average date valu¢hf type within its own
period time.

For alarm packet, “Type” segment indicates alarpesy Form example, we
can use “0x01” to represent a fire alarm, and @s®2” to represent heartbeat
rate is out of limit, and so on. “Value” can be fhasition that this alarm case
happened or the alarm sensor value which overmitirtiit.

Question packet is formed when smart gateway faaomething which can

affect the health of elderly, but not for sure, @ to him. Question will be

send to all care-givers to let them make the judgemFor question packet,
“Type” represents the number of question types.ldgais can be the relative
value of this case, some time can be considerddeaseverity of the case. For
example, we can use type “0x01” and value “60"dpresent “The elderly has
take shower for more than 60 minute”. Or use tyPe02” to represent “The

elderly did not have breakfast (no activities ie #itchen from 4:00-12:30)".

At this case, the “Value” segment can be ignored.

Table 3-5 Data, Alarm and Question packet structure

Content Packet Type Type Value

Size (bit) 8 8 16

If the elder's state is normal, smart gateway semrulgline health state
information to HCC periodically through a certainmber of data packets.
These packets tell the average value of elder’'thetate parameter or living
condition (such as heart beat rate, blood pressemaperature and room
humidity). According to actual demand, data packeimn smart gateway has
different packet sending period. For example, irmmad situation, smart
gateway only has to send room temperature dataepdokHCC every one
hour, but heartbeat rate should be up to every iutes. Data packet is the
most common and frequent packet between gatewayH&. Refined and
efficient packet structure is required to improvee tperformance of the
gateway.
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2) Health report packet

Health report packet is used when smart gatewayaisng health status report
of the elder to HCC. Smart gateway sends healtbrteép HCC at a fixed time
every day or whenever HCC sends a command to ask.fdo report the
health status of the elder, smart gateway has nd segroup of this report
packet. Report packet structure is shown in take 3

“Packet Type” indicates this is a report packetyg@” represents the content of
the packet. “Value Type” indicates what type ofuels given by this packet,
including minimum, maximum, average, how many tinoeshow long time.
For example, we can use type “Ox01”, value typeODx value “80”" to
represents “minimum heartbeat rate 80 times/min”"u€e type “0x02”, value
type “0x04”, value “480” to represent “bedtime 4@inhutes”.

Table 3-6 Health report packet structure
Content Packet Type Type Value Type Value
Size (bit) 8 8 8 16

3) Mote state report packet

Mote state report packet is used in two casest, Miteen smart gateway reports
the sensor nodes’ state of WSN to HCC. We calbitmal mote report. Normal

mote report, like the health report, is send akadifne every day or whenever
HCC sends a command to ask for it. A group of nstdée packets are required
each time to finish normal state report. Seconcerwdmart gateway found one
of the sensor nodes is not in good state. We tallarm mote report. Alarm

mote state report can be multi number of packetmattime. Each mote state
packet tell the state and battery value of one@ensde. Mote state packet
structure is shown in table 3-7.

Table 3-7 Mote state report packet structure

Content Packet Type Mote 1D State Battery Value

Size (bit) 8 16 8 16

3.4.2.4 Packet from HCC to gateway

Packet from HCC to smart gateway is used to tramspmmmands. These
commands are divided into two categories: Configomacommands, report
request commands. Configuration commands are oseshfigure the gateway
and the WSN nodes. We have discussed them in se&dal. 3.

Report requests command is divided into two typesst, request for health
report. Second, request for mote state report. pEuoiet structure is shown in
table 3-8.
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Normally, HCC would not send these requests tovgageand just wait for the
data packet and health report packet. These consraprdiecided for some the
guery function.

Table 3-8 HCC command packet structure

Content Request Value

Size (bit) 8 16

3.4.2.5 Packet from gateway to WSN

Packets from smart gateway to WSN remain the sameis in simple model
which are 1) change the running channel betweemtites of WSN; 2) change
working/resting time percentage of a specified n@&ehange the data sending
rate of a specified node. And packet structurbessame too. See table 3-4.

3.4.2.6 SMS from gateway to cell phone

SMS from gateway to cell phone is decided for alagport and question
report mechanism. As what we have discussed abaven question case is
found, smart gateway sends SMS to each care-givétdC and the elder's
relative. When alarm case is found, smart gatewdly al\so send SMS to
hospital directly. SMS structure is show in tabig.3

In SMS PDU coding 7-bits pattern, one message catam maximum 160
bytes. According to the SMS structure, we can Baewe are actually sending
at least 2 messages in one time.

Table 3-9. Emergency SMS structure

Content Name Tel num Time Address Problem head éevalu

Size (Char) 40 30 40 50 100 int

An example emergency short message may look Iguedi3-15.

Alarm Message from WSN Healthcare System
Name: Karan Albert

Telephone: 080 4872930

Message time: 2009-03-12, 12:23:53
Address: karhoksgatan 30, 221-43 Stockholm
Problem: Body temperature over 40 degree.

Figure 3-15. An example of emergency SMS
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3.5 Software Structure

The software of smart gateway realized the healtk tunctions and provides
smart gateway management. In this section, we @reggdo describe the detail
software architecture of the smart gateway usingsimart model. This

architecture was designed with three main goalasifide, reliable and high
efficiency. Feasible and reliable make sure that ghteway provides stable
connection to WSN and heath care center. Efficiesswyhat the packet delay
and network burden can be keeps as low as possible.

3.5.1 Software Structure Overview

The software implementation of this smart gatewawvritten in C language
except a part of the VIVI bootloader is written Assembler. The overall
software structure of the smart gateway is showiigare 3-16. It can be
divided into four parts including 1/O interface,tdadecision system (DDS),
service manage platform (SMP), and database mang&geh of these parts is
responsible for a set of well defined tasks.

Serial DDS
GSM/
» Input > HSM » Result >  GPRS |
Buffer / 1 manager protocol
/ / Input handler translator
DB / v
Manager SMP Ethernet
Report 5| output > —>
> generator buffer Ethernet
A protocol
Serial translator [€
eria
T < Request Request <
Output manager
Buffer buffer

Figure 3-16 Software architecture of smart gateway

When starting system initialization, the first stspparameters initialization.
This step mainly completes the DB parameters sgthinffer size defining, and
processes controlling. Then the main program tunts modules start-up
phase. Modules show in figure 3-17 are start-upueetjlly. Each Module is
started in an individual system process. Theirg@aee to assign the functional
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modules port address and establish the connecfiorong these Modules,
serial communication module means both WSN baseistand GSM terminal
communication. WSN base station and GT64 termimdibw the POSIX

standard. They can be initiated and connected thi¢hstandard serial port
read/write function providing by Linux OS. Meanwdil Linux socket

communication is used by the Ethernet protocoldietor. After the start-up
phase is complete, the main program goes to wastiaig. All the functions of
smart gateway are completed by these started nmodwdad the

intercommunications between them.

:
Start GT64

communication
Parameters l
Initialization
l Start DDS
Start Serial l
communication
Start SMP

Start Socket F

communication

L

Wait

L

Figure 3-17. System initialization process

3.5.2 Data Decision System

Elder’'s health state detection is the most impdrfanction in a health care

system. Whether we can achieve this function weltlirectly related to the

overall performance of the gateway. In this papee, aim at design an

intelligent data decision system which determines ¢lder’'s current health

state by comprehensive consideration of the cumecgived sensor data and
elder’s last health state. The data decision sy$BDE) consists of three parts:
Health State Monitor (HSM) and input handler arglfemanager.

HSM play a role of elder’'s health state decisiontHis design, we assumed
that the elder's activity set is a finite set. Wttle help of medical researchers,
all these activities can be obtained. We also asdutnat we have deployed
enough sensor nodes to react to all these activitie
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All sensor data are collected and send to HSM.r€beived packet format has
been introduced in section 3.4.1. First step theMH#® is rearrange the in
coming data. “Mote ID” and “Data type” segments epasidered to divide the
coming data into different Categories. Second st#pM reads the Specific
numerical of “Value” segments in the same categony abstract it back to the
value that the program can deal with. After theses mlata are rearrange and
abstract, elder's current position and activity cfsuas sleeping in bed or
cooking in kitchen) is determined. From the databddSM can fetch the
elder’s health state and activity over a periodirok. We call them Pass State.
Elder's current health states is decided by HSMoubh an integrated
consideration of current position, activity and atate. Figure 3-18 show the
decision process of HSM.

Rearrange -
g | Current position

. Current state
and activity urren

Collected Data

Abstract

Pass State

Figure 3-18. Overview of decision process of HSM

In this paper, we defined three different eldeegalth state levels as the output
of DDS, which are normal, question and alarm. Qaedevel means not exact
dangerous is detected, but something is suspicidasexample of question
level situation is like the elder has take shovegrmhore than two hours, or he
didn't have breakfast. Alarm level means an exactgerous is detected such
as heartbeat rate is lower than 50, body temperatuhigher than 40, etc.
Normal level means all collected sensor data atkinvihe defined safe range
and no question level is detected. Both questigal land dangerous level will
lead the result manager sends an emergence megsagmote server and
sends a SMS to care-givers.

HSM handles different level of results in differenethods. If a normal level
situation is detected, HSM will send the rearranged abstracted data to input
handler. If it is an alarm or question level res#iiSM will call the result
manager function with the determined result asrpatars pass to it.

Input handler plays a role as a data compressothirdatabase. Size of a
database in an embedded system is limited, so &aargoing to save all the
normal data into the database. Some sensor ddthensbmpressed before it is
stored into database. Input handler will take therage value of these kinds of
data in a proper time period, and only the avenzgae will be passing to
database manager and store. Environment sensadildatroom temperature
and humidity can take average value in 10 minutesven half an hour. Body
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sensors data like blood pressure and pulse is eritieal than environment
sensors data. They should be taken average valuet imore than one minute
when no question or alarm situation is detected.

Result manager is in charge of all detected questamd alarm level situation.
As soon as HSM decided an alarm or question |eed¢d sresult manager will
construct an emergence SMS and an emergence Btlparcieet base on the
exact situation. SMS will be sent to GSM/GPRS proto translator.
Emergence Ethernet packet is push into Etherngbububuffer with high
priority. After these, all question and alarm ledeaita will be stored directly
into database.

Work flow of the data decision system is show gufe 3-19.

‘ Start ’

———

A
HSM read
serial buffer
and DB

) Alarm/Question
State determine Q

y

Form urgent
socket
Take average message and
value in a proper GSM/GPRS
time period message
-
A
Write DB

Figure 3-19 process of data decision system

3.5.3 Service Manage Platform

Service Manage Platform (SMP) is designed with pliepose of executing
services and generating report for remote centencludes request manager
and report generator.
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Request manager in SMP keep checking if there myenaw requests in the
request buffer. Two kinds of requests are store@guest buffer. One is report
request for elderly health report and WSN workestafport. This request is to
ask the gateway to send all sensor data or network state between the start
time and end time that it specified. Another ongessor network configuration
request. Request manager has to distinguish tiveskids of request. Request
manager will send all health report request to regenerator. If it is a sensor
network configure request, request manager wilhptisnto the serial output

buffer directly.

Main task of report generator is to generate atlid&i of report. When no
dangerous or questionable level state is dete&®UWP will control the report
generator module to send a short report to remetergeriodically (e.g. every
1 minute), just contains a signal telling the elderin healthy state. The
motivation for sending this report is, on one hatodnotice the healthy state;
on the other hand, to let the remote server kndwesdgateway is working
properly. An overall statistic report will be geatxd once a day. In the statistic
report, maximum, minimum and average value of ald& of sensing items
will be given. It will also report how many questiand alarm situations have
happened in that day. Once the report generatervesa report request, it will
take the start time and end time form it and rded required data from the
database.

3.5.4 Database Manager

In this gateway design, we chose SQLite 3.0 aglatabase. SQLite is an open
source embedded relational database managemeeinsysth very small size
(225KB) and full functional library is provided.

Size of the database in an embedded system ietim#tll dangerous data will
be stored directly into database while some kirfdfata like room temperature
will be compressed before it is stored. Input handlill take the average value
of these kinds of data in a proper time period.yQhk average value will be
stored.

Database manager is in charge of database compechian system boot up,
and provides R/W interface for it. Sensor datastoeed into SQLite database
after pretreatment by input handler. Current timeadded when data were
written into database.

3.5.5 1/O Interface

Center control unit has to connect each ECMs (BaleiCommunication
Modules) with different protocol. In this systentCEs mean these three parts:
WSN Module, WLAN module, and GSM Module. I/O ini&ck is responsible
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for initiating the connection to all ECMs and prdes software read/write
interface to transmit data with them. 1/O interfaceludes Serial Input/Output
Buffer, GSM/GPRS Protocol Translator, Ethernet &eot Translator, Ethernet
Output Buffer and Request Buffer.

1) Serial Input Buffer

Serial Input Buffer in charge of configuring theriak port which connects
WSN module and the center control unit, and pravidigta buffer for DDS. As
soon as HSM decided a dangerous or question Iéatel, sesult manager will
construct the emergency SMS and Ethernet packet drashe exact situation.
The emergency SMS and Ethernet packet follow thactsire we have
discussed in section 3.4.2. SMS is sent by the @GFNRS protocol translator
and the emergence Ethernet packet is push intorrigheutput buffer with
high priority.

2) GSM/GPRS Protocol Translator

GSM/GPRS Protocol Translator is actually a GSM/GR&#iinal controller.

The translator sets all the interface parametensitial the connection between
center control unit and GT64 GSM/GPRS terminal. T3iE64 GSM/GPRS

terminal we use in this design is controlled byeasive AT command set
which is the standard language for controlling mdeGSM/GPRS protocol
translator uses C language to realize the encdsulaf AT command set and
achieved GSM/GPRS network communication functi®@ane as other GSM
terminal, GT64 terminal sends SMS using 7-bits oQd?DU pattern. Special
translate function is needed to convert the 7-4tuides to ASCIl code before
we read the SMS. The translate function is alsodniee P address and
password configuring when connecting to Internéhv@PRS.

3) Ethernet Output Buffer

Ethernet Output Buffer provides buffers for Ethdri&rotocol Translator.
Linked list structure is used in this buffer and\pdes the priority for the
Ethernet packets storing in it. The Ethernet paskated close to the list head
has higher priority to be sent. We have two lex#l€thernet packet in this
gateway which are, first, normal for all types eport packets; and second,
high for emergency packet. So we are going to haweedifferent buffer linked
list insert functions here. One is to insert a mEagket to the Linked list head
and another is to insert it to the end of the list.

4) Ethernet Protocol Translator

Ethernet Protocol Translator (EPT), on one hangh&éaking data packet from
the output buffer and sent it through WLAN AP; dre tother hand, push all
received packets into request buffer. It commuegatith the WLAN AP by

opening a socket to sends and receives TCP/IP gessBeside the remote
server, other care-givers may also connect to #tewgy, through Internet or
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WLAN, when it is running in intelligent model. Iteans there may have multi
clients connect to the gateway at the same time.

Ethernet protocol translator implements this melignts’ socket connection in
the way shown in figure 3-20 (a). When the gatewagts up, EPT initialize

the socket connection following the way we haveussed in section 3.3.2.
After the initialization, EPT listens on the sockitr connections. Each
connected client will be assigned a socket filecdpson. Client’s IP address is
bind to this socket file description. With thisefidescription as the identity of
the client, the EPT creates two new threads to leatlie data packets
transmitting. One thread is in charge of writingadpacket to client. Its work
flow is shown in figure 3-20 (b). As soon as thisetad is created, it keeps
fetching the data packet which located at the hifalihked list of Ethernet

Output Buffer and writes this data packet to climough the socket file

description. Another thread is in charge of recgjviequest from client. Its
work flow is shown in figure 3-20 (c). Thead ( )system call will block this

thread until a data packet is received from cowrdmg client. Once a data
packet is received, this thread will put it inteetRequest buffer. After these
two threads are created, the EPT will go back stethi for new client

connection.

‘ Start ’

4

i
Socket
L 4 Save client file Save client file
description description
Wait for client >l
v Wait for socket Wait for socket
Create one Ethernet Output package from
thread to read Buffer change specify port
from this client l l
y
Create one Send socket Save it in
thread to write packet Request buffer
to this client
I | I

@) (b) (c)

Figure 3-20. Processes of socket connection
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6) Serial Output Buffer

Serial Output Buffer provides buffer for WSN configtion requests. It also
provides serial communication protocol transform\SN Module
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4 Experiment

4.1 Coexistence of the WSN and WLAN

WSN in our system run with IEEE 802.15.4 and the AML AP use
IEEE802.11. There maybe interference between th&sekinds of devices
because both of them are running in 2.4GHz bandAMW/IAP used in this
gateway design follows 802.11g standard. The baitk wf it is between
2.4000-2.4835 GHz, and is divided into 13 channBElsch channel width
22 MHz but spaced between two adjacent channe&slys5 MHz apart. IEEE
802.15.4 shares the same bandwidth and dividedtet 16 channels (from
channel 11 to 26) with 3 MHz bandwidth in eachtof i

In this experiment, only Received Signal Strengtididation (RSSI) is

considered. It is the power present of a receiatlor signal. RSSI is an
important parameter because it is used in manycéseich as choosing the
most reliable link, estimating the link quality, plementing the frequency
hopping and location detecting.

4.1.1 Experiment setup

To reduce the interference of the RF devices,gkperiment is implemented in
our WSN lab which is under ground. The experimetts is shown in figure
4-1. In a gateway design, WSN base station shoellpléced very close to the
WLAN AP. So, in this experiment we fixed their @diste to 10 centimeter. A
laptop acted as the remote server was located érraetay from the WLAN
AP. One extra mote is used to transmit packethi@oblase station. The link
connection between the mote and the base statipargendicular to the link
connection between WLAN AP and laptop. dr is thetadice between WLAN
AP and laptop, and ds is the distance between W8t¢ and base station. All
devices are located 1 meter high from ground.

Tiny0S-2.0 is installed in the mote and the WSNebstation. Their TX power

(sensor node antenna transmit power) is set tot8¢hwepresent 0Odbm. WSN
is set to run in channel 26. Data packet which been discussed in section
3.4.1 is used to be transmitted from mote to btet@n. Together with packet
stream head and CRC, total length of one pack2®d isytes. Packet frequency
is set to 4 packets per second.

A special program is developed for gateway in #iperiment. This program
has three functions. First, it received all theadpackets which come from
WSN base station and save all RSSI value of th&gtanto a text file in the
gateway. Second, it establishes the wireless coionewith no data packet
transmit between them. Third, in order to simulatehigh load wireless
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network, it sent a pre-designed packet to laptogutating. The packet size is
100 bytes, and packet rate is 1000 packets/s. Titedess card in laptop and
the WLAN AP are set to communicate in channel 6.

-

| WLAN AP

ds - 5
WSN WSN Base
mote Station
\
Laptop

Figure 4-1.Coexistence experiment setup

4.1.2 Implementation

Three different scenarios of experiments are implaied to get the RSSI
value.

(1) Without WLAN. WLAN AP and laptop are switched off this experiment.

(2) With WLAN but no packet transmitting. Gateway jusstablishes the
wireless connection to laptop without running tlaeket sending program.

(3) With WLAN and packets transmitting.

First, we implemented the experiments with ds etu&l meter and finished all
three scenarios. And then we changed the ds to ternamd repeat these
scenarios. All experiments are run 5 minutes. Fi@sult is shown in table 4-
1.

Pay attention that the obtained values from theeempent are only the first
part of the following equation:
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P = RSSI value + offset (dBm),

Table 4-1.Coexistence experiment result

where offset = e48n.

Distance(m)| Without WLAN WLAN with no WLAN with
packet transmit packet transmit
3 -75 -78 -81
6 -80 -89 -90

4.1.3 Conclusion

From table 4-1, we can conclude that the shariaguency band of 802.11g
will affect the network performance of 802.15.4 mvjast have the WLAN
connected and the interference increase when hogld Idata packet is
transmitting in the WLAN. The gap between WLAN wiklithout packet
transmit is smaller than the gap between with/witid/LAN. From the table,
we can also see when distance of the WSN moteasetk the gap between
with and without WLAN increased significantly.

4.2 Gateway Data Sampling Experiments

This experiment is motivated to test the sensoresad their capability of

environment sampling and also the capability of gageway storing data into
its on-board database. We test these two capabiliti the bathroom of one of
the co-researches.

4.2.1 Experiment setup

A sensor node which attached with a temperatursoseand a humidity sensor
was placed close to the sink in bathroom of theesearch. One more sensor
node was used to help hopping to the gateway wbazted in the living room.
Sensor data were stored in the gateway.

4.2.2 Implementation

In order to compare the experiment result, timehef co-research using the
bathroom is recorded. Total recoding time is 40@utas. The time record is
shown in table 4-2
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Table 4-2.Time record of co-research relative soldhthroom

Time Action

11:45 Start recoding
12:26-12:40 Shower
13:26-13:28 Wash hands

The sensing temperature and humidity data is showigure 4-2.

Bathroom

36°C ~ 100 %

—— Temp

—— Humidity

o0

b 50
-20 40 100 160 220 280 340 400

Time (min)

Figure 4-2. Temperature and humidity data in bathroo

4.2.3 Conclusion

From figure 4-2, we can see that at around 40 raiatter the record starting,
the humidity and the temperature start to go updhgpBy checking the time

record, we know the co-research is taking showéerfAround 20 minutes, the
sensing values start to go down, indicating tha& tl-research has finish
shower. Similar situation happen again at aroun@ hiinutes when co-

research was washing his hand. Obviously, theifctivat the co-researcher’s
used the bathroom can be detected by the temperatd humidity data
collected by the sensors.

4.3 System Delay Measure

In this experiment, we are going to test the pentorce of the gateway to see
the delay time to send data packet to remote sewgérg our designed
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communication protocol in both cable connection aviceless connection.
Delay time of emergency SMS has also been tested.

4.3.1 Experiment setup

This experiment was performed in Jonkoping Unitgrsihe first step of this
experiment is to establish the experiment enviramtmé&Ve deployed 20
Crossbow Micaz sensor nodes in different rooms. &censor nodes were
attached with one or several sensors. A co-reseaws wearing a heart beat
sensor. Normal heart beat rate is defined betw8ean@ 100 in these tests. The
intelligent gateway is showed in figure 4-3. Themal report cycle time is set
to one minute. GT64 is set to require the SMS setoesend a confirm
acknowledgment when the SMS is received by theetar§ time counting
program is plugged into the gateway to count tHaydeéme of Ethernet data
package and SMS transmission. The time countingtresl! be saved in a file
on-board. Remote server is connected with gatewajhe local area network.
Simulator software was built up for remote serverarder to show the
experiment results, and send ACKs/requests to #tewgy. A 16GB flash
memory was plugged in as external DB.

Figure 4-3.Photo of GPRS Module, WSN Module, FIagh Center Control
Unit and WLAN AP.
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4.3.2 Implementation

After the prototype was established, we executseérges of tests to evaluate
the performance of the gateway. First we test enrtbhrmal situation without

emergence situation happen. Sensor nodes weredtusne and the co-

researcher stay quiet. After one minute, simulatgemote server received the
normal report packet from the gateway as we dedig8econd, we restart the
system to test with emergence situation. When semsdes were on, the co-
researcher started to do sports. As soon as hid beat rate run over the
normal range, simulator received an emergence patket and a SMS is
received by cell phone. Then read the time courtiilegand check Ethernet
packet delay and SMS delay. We repeated the sapagiment with the remote
server connected through wireless area network. Am&l gateway also

performed as how it is designed.

Here we sum up the delay time. When remote ses/e&ronnected through
LAN, it took average approximately 0.13 secondswken gateway sends
Ethernet package to remote server and received AGK it. And it took
approximately 0.17 seconds when remote server wamected through
WLAN. Delay time between GT64 sent a SMS and goey from GSM
server is 10.84 seconds. Detail results of expearisnare show in table 4-3.

Table 4-3.Statistic of notification delay

Minimum Maximum Average Delay
delay (second) delay (second) (second)
Package(LAN) 0.11 0.14 0.13
Package(WLAN) 0.11 0.20 0.17
SMS 9.89 11.23 10.84
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5 Conclusions and discussions

In this paper, we propose a smart gateway desigtotgpe for health care
system using WSN. In this smart gateway desigRksthise sensor data storage,
elder’s current health state detection and reat-treport are done in the low
power embedded system in the intelligent model.di#are and software
design of the gateway are presented and transotibqwl is designed for this
gateway-central system architecture. A series pearents results show this
prototype system is feasible and reliable.

In the future, we aim at optimizing the interconiat by employing GPRS
communication between gateway and remote servextend the available
coverage of the health care system and use thesHlithrkov Model (HMM)
to upgrade the DDS. Then, we may consider intagydtiternet-base webpage
and voice call function in the gateway. Securiguiss will also be considered
in the future work.
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7 Appendix
7.1 NFS

During roof file system development process, wergjly recommend the use
of NFS file system.

7.1.1 NFS Advantages

* All files are saved in the PC which can help wntain and develop them. In
this way, we don’t have to compress and downloadithole file system to the
board again whenever we modified anything of itisTiill save us a lot of
research and development time and extend tharike af the develop board.

 Local workstations use less disk space becausencmly used data can be
stored on a single machine and still remain acbksdo others over the
network.

* There is no need for users to have separate doawories on every network
machine. Home directories could be set up on th& NErver and made
available throughout the network.

 Storage devices such as floppy disks, CDROM driemd Zip drives can be
used by other machines on the network. This mayaedhe number of
removable media drives throughout the network.

7.1.2 Install NFS Server in Ubuntu

First, use this command in control to install nisl gportmap software.
sudo apt-get install nfs-kernel-server nfs-commortrpap

When configuring portmap do NOT bind loopback. tfuydo you can either
edit /etc/default/portmap using the following

sudo vi /etc/default/portmap

or use the following command

sudo dpkg-reconfigure portmap

Restart Portmap using the following command

sudo /etc/init.d/portmap restart
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7.1.3 NFS Server Configuration

1) NFS exports from a server are controlled byfilee/etc/exports. Each line
begins with the absolute path of a directory toesgorted, followed by a
space-separated list of allowed clients.

You need to edit the exports file using the follogycommand
sudo vi /etc/exports
Here are some quick examples of what you couldi@gur /etc/exports

In our design, we give Full Read Write Permissitlmthe develop board to us
“/lhome/ben/board” file. Develop board uses addiE%2.168.1.10. We wrote
like in this file:

/home/ben/board 192.168.1.10(rw,no_root_squashzasyn
Save this file and exit.

A client can be specified either by name or IP edslr Wildcards (*) are
allowed in names, but should usually be avoidedsémurity reasons.

A client specification may be followed by a setapitions, in parenthesis. It is
important not to leave any space between the l&sttspecification character
and the opening parenthesis, since spaces arpriti as client separators.

2) Add client IP address into /etc/hosts using c@man
sudo vi /etc/hosts

Add this command into it:

192.168.1.10 clientA clientA

Restart NFS server using the following command
sudo /etc/init.d/nfs-kernel-server restart

If you make changes to /etc/exports on a running NErver, you can make
these changes effective by issuing the command

sudo exportfs —a

7.1.4 Configuration on develop board

Change the vivi setting to use NFS while startipghe board.

56



Appendix

1) Go to vivi setting state by keep space key presgate you pressing the
power button or restart.

2) Use this command line to change the vivi start apameter (with no
ENTER in it):

param set linux_cmd_line: “ noinitrd root=/dev/miisroot=
192.168.1.3:/home/ben/board
ip=192.168.1.10:192.168.1.3:192.168.1.1:255.255@bBBt=/linuxrc
console=ttySAC0,115200"

param save

7.1.5 Testing Your Configuration

Connect develop board and host PC with EthernetlecaRestart the
development board, if you see this informationngans you have success in
using NFS function.

7.2 USB interface initial function

This code is the driver to initial the USB interfgfor Linux 2.6.14. Put them in
arch/arm/mach-s3c2410/mach-smdk2410.c file in thedd before compiling
it.

int smdk2410_usb_init(void) /* USB */

{

unsigned long upllvalue = (0x78<<12)|(0x02<<4)|®x0
printk("USB Control, (c) 2006 s3¢c2410\n");
s3c_device_usb.dev.platform_data = &usb_s3c2416; inf
while(upllvalue!=__raw_readl(S3C2410_UPLLCON))
{

__raw_writel(upllvalue,S3C2410_UPLLCON);
mdelay(1);

}

i add miscer//HHTHTHTTTTTTT

unsigned long misccr;

misccr = __raw_readl(S3C2410_MISCCR);

misccr |= S3C2410 _MISCCR_USBHOST;

misccr &= ~(S3C2410_MISCCR_USBSUSPNDO |
S3C2410_MISCCR_USBSUSPND1);
__raw_writel(misccr,S3C2410_ MISCCR);
i

return O;

}
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