Routing is an essential component of communication networks, which defines act of moving information from source node(s) to destination node(s) in an inter network [3]. Multicast is a type of routing scheme, which transmit datagram’s to a set of desirable destinations identified by a single address [4]. If we compare with unicast routing multicast is a hard in wired networks, and is even more challenging in ad hoc networks due to the dynamic topology, limited wireless network bandwidth and energy resources. In ad hoc networks two nodes can communicate directly with each other only within the transmission range. Otherwise, the communication between them has to relay on other nodes. In Fig.1 nodes A and B are within each others transmission range so A can send that packet directly to B. But, A and C are not within each other’s range. If A wants to send a packet to C, it has to first send the packet to B and then B forward the packet to C.
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Figure 1. An Example of MANET.
In ad hoc networks, multicast support envisioned advanced applications such as military operations (formations of soldiers, tanks, planes), civil applications (e.g. audio and video conferencing, sport events, telematics applications (traffic)), disaster situations (e.g. emergency and rescue operations, national crises, earthquakes, fires, floods), and integration with cellular systems. Based on the topology the ad hoc multicast routing protocols are classified into twocategories i.tree based ii.mesh based. The tree based routing scheme has only one path between the source to receiver. But, the mesh-based routing scheme has multiple redundant paths between the sources to receivers. Based on the ad hoc routing information update mechanism (routing scheme) multicast routing protocols are classified into three categories [4]. i. Proactive ii. Reactive and iii. Hybrid. The proactive protocol also called table-driven in which nodes are continuously evaluate routes to all reachable nodes and attempt to maintain consistent, up-to-date routing information. The reactive protocol also called on-demand routing since they don’t maintain routing information or routing activity at the network nodes if there is no communication. The hybrid routing protocols is the advantage of both proactive and reactive routing protocols to balance the delay and control overhead. In this paper, we present a performance comparison of two on-demand multicast routing protocols for ad hoc networks. Namely, Multicast operation of Ad-hoc On-demand Distance Vector (MAODV) and On-Demand Multicast Routing Protocol (ODMRP). The References [2,3,4,5,6,8] are explain the both routing protocols in detail. Both are comes under the reactive mechanisms, but MAODV uses a shared group tree and uses periodic Hello messages for link break detection and periodic group leader floods for group information dissemination and ODMRP uses a group forwarding mesh for packet forwarding and utilizes periodic flood-response cycles for multicast state creation and maintenance The Multicast operation of Ad-hoc On-demand Distance Vector (MAODV) routing protocol [Royer and Perkins, 1999] is a hard state reactive tree based routing and it discovers multicast routes on demand using a broadcast route-discovery mechanism. A mobile node originates a route request (RREQ) message when it wishes to join a multicast group or when it has data to send to a multicast group. Fig.2(a) illustrates the propagation of RREQ from a source node S to multiple Destinations. Only a member of the desired multicast group may respond to a join RREQ. If the RREQ is not a join request, any node with a fresh enough route to the multicast group may respond. If an intermediate node receives a join RREQ for a multicast group of which it is not a member, or if it receives a RREQ and it does not have a route to that group, it rebroadcasts the RREQ to its neighbors. As the RREQ is broadcast across the network, nodes set up pointers to establish the reverse route in their route tables [6,7,9]. A node receiving an RREQ first updates its route table to reverse route; entry may later be used to relay a response back to S. For join RREQs, an additional entry is added to the multicast route table. This entry is not activated unless the route is selected to be part of the multicast tree If a node receives a join RREQ for a multicast group, it may reply if it is a member of the multicast group’s tree and its recorded sequence number for the multicast group is at least as great as that contained in the RREQ. The responding node updates its route and multicast route tables by placing the requesting node’s next-hop information in the tables, and then unicasts a request response RREP back to S. In Fig.2(b) through the neighbor nodes the Source S receive the RREP, they add both a route table and a multicast route table entry for the node from which they received the RREP, thereby creating the forward path. When S broadcasts a RREQ for a multicast group, it often receives more than one reply. The source node S keeps the received route with the greatest sequence number and shortest hop count to the nearest member of the multicast tree for a specified period of time and disregards other routes. At the end of this period, it enables the selected next hop in its multicast route table, and unicasts an activation message to this selected next hop. The next hop, on receiving this message, enables the entry for S in its multicast route table. If this node is a member of the multicast tree, it does not propagate the message any further. However, if this node is not a member of the multicast tree, it will have received one or more RREPs from its neighbors[4,5]. It keeps the best next hop for its route to the multicast group, unicasts an activation message to that next hop, and enables the corresponding entry in its multicast route table. This process continues until the node that originated the RREP is reached. The activation message ensures that the multicast tree does not have multiple paths to any tree node. Nodes only forward data packets along activated routes in their multicast route tables. Fig.2(c) illustrates the final multicast tree that is created. The first member of the multicast group becomes the leader for that group. The multicast group leader is responsible for maintaining the multicast group sequence number and broadcasting this number to the multicast group. This is done through a group hello message. The group hello contains extensions that indicate the multicast group Internet Protocol (IP) address and sequence numbers (incremented every group hello) of all multicast groups for which the node is the group leader. Nodes use the group hello information to update their request tables.  Since AODV maintains hard state in its routing table, the protocol has to actively track and react to changes in this tree. If a member terminates its membership with the group, the multicast tree requires pruning. Links in the tree are monitored to detect link breakages. The first member of the multicast group becomes the leader for that group. The multicast group leader is responsible for maintaining the multicast group sequence number and broadcasting this number to the multicast group. This is done through a group hello message. The group hello contains extensions that indicate the multicast group Internet Protocol (IP) address and sequence numbers (incremented every group hello) of all multicast groups for which the node is the group leader. Nodes use the group hello information to update their request tables.  Since AODV maintains hard state in its routing table, the protocol has to actively track and react to changes in this tree. If a member terminates its membership with the group, the multicast tree requires pruning. Links in the tree are monitored to detect link breakages.
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                                                  Figure 2(a). Propagation of RREQ Packets
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                                               Figure 2(b). Propagation of RREP Packets.
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                                           Figure 2(c). The Final MAODV multicast tree.
When a link breakage is detected, the node that is furthest from the multicast group leader is responsible for repairing the broken link. If the tree cannot be reconnected, a new leader for the disconnected downstream node is chosen as follows. If the node that initiated the route rebuilding is a multicast group member, it becomes the new multicast group leader. On the other hand, if it was not a group member and has only one next hop for the tree, it prunes itself from the tree by sending its next hop a prune message. This process is continues until a group member is reached. Once these two partitions reconnect, a node eventually receives a group hello for the multicast group that contains group leader information that differs from the information it already has. If this node is a member of the multicast group, and if it is a member of the partition in which the group leader has the lower IP address, it can initiate reconnection of the multicast tree.
Multicast technique requires some technological constraints, where more capacity should be added into the network as multicast addressing, capacity multiplication and specific signalling protocols. Until now, only a few multicast routing protocols have been recently proposed for ad hoc networks. Actually, multicast protocols used for static networks such as DVMRP, CBT, PIM, and MOSPF do not perform well in ad hoc networks. This fact is due to the fragile multicast tree structure that should be reconstructed each time the connectivity changes. Furthermore, multicast trees usually require a global routing substructure such as link state or distance vector. This will require frequent exchange of routing vectors or link state tables due to continuous topology change causing excessive channel and processing overhead. In addition, storage capacity and power are severely limited requiring much less multicast state exchange. Traditional multicast protocols based on upstream and downstream links are not suitable because creating and maintaining upstream and downstream link status is not efficient in a wireless network [Chiang et al., 2]. To provide efficient multicast routing in MANETs, a different kind of protocols should be designed. These protocols should modify the conventional tree structure, or deploy a different topology between group members [Lee, 8]. Designing multicast routing protocols is a complex problem. Group membership can change, and network topology can also evolve (links can fail and nodes can disappear). Some technical challenges of multicast routing are as follows [Obraczka and Tsudik, 12]: minimizing network load, providing basic support for reliable transmission, designing optimal routes, providing robustness, efficiency, active adaptability, and unlimited mobility. Because of the complexity of multicast routing in ad hoc networks, only a few propositions are made. Globally, we notice two main categories, tree-based protocols (e.g., MAODV, ABAM, ADMR) and mesh-based protocols (e.g., ODMRP, PatchODMRP). As we focus only on on-demand multicast protocols, the following section presents the proposed routing protocols in this approach. Multicast Ad hoc On-Demand Distance Vector Routing (MAODV) protocol extends AODV to offer multicast capabilities [Royer and Perkins, 15]. It builds shared multicast trees as needed (on-demand) to connect multicast group members. Thus, MAODV is capable of unicast, broadcast, and multicast. A group leader node maintains the multicast group sequence number. Associativity-based Multicast (ABAM) routing protocol [Toh et al., 16], establishes the multicast sessions using the association stability concept introduced in ABR unicast protocol [Royer and Toh, 14] and requiring no underlying unicast routing protocol. On-demand source based multicast trees are constructed using this concept, which reduces communication overhead and improves end-to-end delay. The On-Demand Multicast Routing Protocol (ODMRP) [Lee et al., 7] is based on a mesh structure for connecting multicast members using the concept of forwarding group nodes. Flooding within the mesh is applied. ODMRP operates by periodically flooding control packets to create and maintain the multicast forwarding state. In particular, while a multicast source using ODMRP is active, the source periodically floods Join- Data control packets. A node receiving a Join-Data packet stores the upstream node ID (backward learning) and rebroadcasts the packet. When the Join-Data packet reaches a multicast receiver, the receiver creates a Join-Table and broadcasts it to the neighbors. A node receiving the Join-Table becomes a member of the forwarding group if the next node ID of one of the entries of the Join-Table matches its own ID. It then broadcasts its own Join-Table. Each forwarding group member propagates the Join-Table until it reaches the multicast source via the shortest path. This process constructs and updates the routes from the source to the receivers, building a mesh of nodes. Multicast sources refresh the membership information and update the routes by sending Join-Data periodically. Group maintenance takes place through a soft state approach. PatchODMRP [Lee and Kim, 6] extends the ODMRP providing a more efficient way to deal with small number of multicast sources and high mobility. To guarantee high data delivery ratio, the Join-Query interval has to be set shorter with larger mobility. However, it still considers the shortest path criteria. Adaptive Demand-Driven Multicast Routing (ADMR) protocol [Jetcheva and Johnson, 4] creates source-based forwarding trees connecting each source with the receivers  of the multicast group. The multicast forwarding state for a given multicast group and a source is conceptually represented as a loosely structured multicast-forwarding tree routed at the source. The forwarding mechanism is based on the shortest-delay path through the tree to the receiver members of the multicast group. A sequence number is included in the packet’s header. This sequence number uniquely identifies the packet
and is generated as a count of all ADMR packets flooded in any way that originated from the source. Packets forwarding is based on two types of flooding: tree flood and network flood. Tree flood occurs among nodes of the multicast tree, this is indicated by the source address (original sender) and destination address (multicast group address) in the packet.
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While network flood is flooding among all nodes in the network. ADMR sends Keepalive messages to maintain the existing forwarding state for the multicast distribution tree for the source and the group. The absence of data packets and Keep-alive messages within a certain period of time is an indication of forwarding tree disconnection. Firstly, a local repair procedure is performed to reconnect the tree; if it fails a global reconnect procedure is used. Moreover, ADMR defines a pruning mechanism if a lack of passive acknowledgements from downstream nodes occurred.
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