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Abstract

Wireless Sensor Networks (WSN) are fast emerging as a new sensing paradigm based on the collection of large number of sensors deployed close to or inside the phenomenon to be observed, and have the potential of providing diverse services to numerous applications. The realization of WSNs require intensive technical research efforts especially in power aware scalable wireless ad hoc communications protocols due to their unusual application requirements and unique constraints. This seminar is a study of the design of various routing and transport protocols for WSNs. The design of routing and transport protocols become very important in the sense that the sensors are deployed in very harsh environments with limited power resources. These con​straints make it necessary to have an application specific protocol architecture than a common traditional layered protocol architecture.
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1   Introduction

1.1
What is a Wireless Sensor Network?

" A Wireless Sensor Network is an autonomous, ad hoc system consisting of a collection of networked sensor nodes designed to intercommunicate via wireless radio ". A sensor node is a device that produces a measurable response to a change in physical condition. A sensor node is equipped with a power aware CPU with processor speed of a few MHz, a program and data memory of a few KB and a small embedded OS like Tiny OS, Embedded Linux or Windows CE. Wireless Sensor Networks use low power wireless communication of around 100 MHz radio.

1.2
Why specialized protocols are required?

An important challenge in the design of WSNs is that two key resources - communication bandwidth and energy, are significantly more limited than in a tethered network environment. The processing power and storage is also very low. The communication channels are unreliable due to battery depletion and harsh environment. Data aggregation and removal of redundant data become very important in a WSN. Mostly we find that routing and transport in a WSN are intertwined. These constraints require innovative design techniques to use the available bandwidth and energy efficiently.

1.3
The Protocol design goals

· Low energy consumption: To achieve this the communication should be minimal and data aggregation in the network is required. Low node duty cycle is desired and this can be achieved by minimizing individual node responsibility, traffic spreading or load sharing and shut down the nodes whenever possible.
· Robust: The WSN should be able to adapt to unpredictable environment without in​tervention.
· Scalable: The routing and transport should rely on localized algorithms and no central​ized control should be there.
· Small Footprint: Must run on hardware with severe memory and computational power constraints.
1.4
The Protocol Stack

· Physical Layer: The physical layer deals with frequency selection, carrier frequency generation, signal detection and modulation. Binary and M-ary modulation schemes are generally used out of which the Binary modulation scheme is more energy efficient.
· Data Link Layer: This layer deals with multiplexing of data streams, data frame de​tection, medium access and error control. The error control has two modes - forward error correction with decoding complexities and Automatic Repeat Request (ARQ) with additional retransmission energy cost and overhead. The best solution is to have simple error control codes with low complexity encoding and decoding.
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figure 1. The Protocol Stack
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figure 2. Some of the generally used MAC protocols

Application Layer: Sensor Management Protocol (SMP) makes the hardware and soft​ware of the lower layers transparent to the sensor network management applications. Sys​tem administrators interact with sensor networks using SMP. Task Assignment and Data Advertisement Protocol (TADAP) provides the user software with efficient interfaces for interest dissemination. Sensor Query and Data Dissemination Protocol (SQDDP) pro​vides user applications with interfaces to issue queries respond to queries and collect incoming replies.

Network Layer: The major tasks are to find energy efficient routes and data aggregation. The routing protocol can be based on the following techniques

· Flooding

· Gradient

· Clustering and Cellular

· Geographic

· Energy Aware

Transport Layer: Reliability in transport is dealt in a wireless network using TCP. The link error rates in a wireless network is around 30% more compared to wired networks. Due to the fact that WSNs have very less power ratios, retransmissions reduce the lifetime of the sensors. The transport protocols are very much application specific and we do not have single solution like TCP.

2   Routing Protocols

2.1   Flooding Based Approaches

· Flooding: In flooding, each node receiving a data or management packet repeats it by broadcasting.
· Gossiping: In gossiping, each node sends the incoming packets to a randomly selected neighbor.
Three deficiencies of these classical approaches render them inadequate as a protocol for wireless sensor networks

•
Implosion: In classic flooding, a node always sends data to its neighbors, regardless of whether or not the neighbour has already received the data from another source. This leads to the implosion problem. In figure 3, node A starts out by flooding data to its neighbours, B and C. These nodes store the data from A and send a copy to their neighbour D. The protocol thus wastes resources by sending two copies of data to D.
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figure 4. Overlap

The algorithm also wastes energy and bandwidth by sending two copies of the data to the same node. This problem is tougher to solve than implosion problem as implosion problem depends only on the network topology while overlap problem depends on both topology and the mapping of observed data to sensor nodes.

•
Resource blindness: In classic flooding, nodes do not modify their activities based on the available amount of energy. A network of embedded sensors can be 'resource aware' and adapt its communication and computation to the state of its energy resources.

2.1.1   SPIN (Sensor Protocols for Information via Negotiation)

SPIN is a family of protocols used to efficiently disseminate information in a wireless sensor network. SPIN solves the shortcomings of conventional approaches using data negotiation and resource-adaptive algorithms.

To overcome the problems of implosion and overlap, SPIN nodes negotiate with each other before transmitting data. Negotiating helps to ensure that only useful information will be transferred. To negotiate successfully, however, nodes must be able to describe or name the data they observe. The descriptors used in SPIN negotiations are called meta-data.

In SPIN, nodes poll their resources before data transmission. Each sensor node has its own resource manager that keeps track of resource consumption; applications probe the manager before transmitting or processing data. This allows sensors to cut back on certain activities when energy is low.

Together these features overcome the three deficiencies of classical flooding. The negotia​tion process that precedes actual data transmission eliminates implosion because it eliminates transmission of redundant data messages. The use of meta-data descriptors eliminates the pos​sibility of overlap because it allows nodes to name the portion of data that they are interested in obtaining. Being aware of the local energy resources, the sensors can cut back on their activities whenever the energy resources are low, thereby extending longevity.

The SPIN family of protocols rests on two basic ideas. First, to operate efficiently and to conserve energy, sensor applications need to communicate with each other about the data that they already have and the data they still need to obtain. Exchanging sensor data may be expensive, but exchanging data about sensor data need not be. Second, nodes in a network must monitor and adapt to the changes in their own energy resources to extend the operating lifetime of the system. SPIN is an application level approach to network communication with packetization done in terms of Application Data Units (ADUs) and Application Level Framing (ALF) principle is used. We can implement SPIN as middleware application libraries with a well defined API. Regarding meta-data, SPIN does not specify a format; the format is application specific.

SPIN nodes use three types of messages to communicate:

· ADV: New data advertisement. When a SPIN node has data to share, it can advertise this fact by transmitting an ADV message containing meta-data.

· REQ: Request for data. A SPIN node sends an REQ message when it wishes to receive some actual data.

· DATA: Data message. DATA messages contain actual sensor data with a meta-data header.
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figure 5. Routing using SPIN

Advantages of SPIN

· Energy: More efficient than classic flooding (usually)

· Latency: converges relatively quickly

· Straightforward: ADV- > REQ- > DATA
· Scalability: only local interactions

· Robust: immune to node failures

· Works for mobile sensors and users Disadvantages of SPIN
· High duty cycle: nodes always participating

· Probably not best choice where flooding not required

2.2   Gradient Based Approaches

2.2.1   Directed Diffusion

figure 6. Interest Propogation
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Sink

figure 7. Initial gradients setup

Directed diffusion is based on data centric communication. All the communication is for named data. Sets of attribute value pairs are used to identify data and established gradients in the network are matched with data to determine next hop along route to sink Directed Diffusion is nodes task aware i.e., Sensor nodes respond to user specified interests (task descriptions) matching their particular task The local gradients are set up through interest propagation from sink to source (establishing path back to sink). Path reinforcement is used to identify the best route between nodes and data is cached at intermediate nodes for aggregation and loop prevention.

[image: image5.png]i )
X
13
T~ ipteresty
. s - M

. ::O Sink





[image: image6.png]



figure 8. Data delivery along re-inforced path

Directed Diffusion consists of several elements. Data is named using attribute-value pairs. A sensing task is disseminated throughout the sensor network as an interest for named data. This dissemination sets up gradients within the network designed to 'draw' events(i.e. data matching the interest). Events start flowing towards the originators of interests along multiple paths. The sensor network reinforces one, or a small number of these paths. Advantages of Direct Diffusion

· Energy: much less traffic than flooding data aggregation

· Latency: usually transmitting data along best path

· Scalability: local interactions only

•
Robust: retransmission of interests and low data rate gradients Disadvantages of Direct Diffusion

· Gradient setup phase expensive

· Retransmission of interests and alternate path maintenance required

· Not energy aware: all messages traverse the primary path

2.3   Clustering and Cellular Based Approaches 2.3.1   LEACH (Low Energy Adaptive Clustering Hierarchy)

LEACH is an application specific protocol architecture. The application that typical micro sensor networks support is the monitoring of a remote environment. Since individual nodes' data are often correlated in a micro sensor network, the end user does not require all the (redundant) data; rather, the end user needs a high-level function of the data that describes the events occurring in the environment. Because the correlation is strongest between data signals from nodes located close to each other, we chose to use a clustering infrastructure as the basis for LEACH. This allows all data from nodes within the cluster to be processed locally, reducing the data set that needs to be transmitted to the end user. In particular, data aggregation techniques can be used to combine several correlated data signals into a smaller set

of information that maintains the effective data (i.e., the information content) of the original signals. Therefore, much less actual data needs to be transmitted from the cluster to the base station (BS).

In LEACH, the nodes organize themselves into local clusters, with one node acting as the cluster head. All non-cluster head nodes transmit their data to the cluster head, while the cluster head node receives data from all the cluster members, performs signal processing functions on the data (e.g., data aggregation), and transmits data to the remote BS. Therefore, being a cluster head node is much more energy intensive than being a non-cluster head node. If the cluster heads were chosen a priori and fixed throughout the system lifetime, these nodes would quickly use up their limited energy. Once the cluster head runs out of energy, it is no longer operational, and all the nodes that belong to the cluster lose communication ability. Thus, LEACH incorporates randomized rotation of the high-energy cluster head position among the sensors to avoid draining the battery of any one sensor in the network. In this way, the energy load of being a cluster head is evenly distributed among the nodes.

The operation of LEACH is divided into rounds. Each round begins with a set-up phase when the clusters are organized, followed by a steady-state phase when data are transferred from the nodes to the cluster head and on to the BS.
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figure 9. Time line showing LEACH operation.
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figure 10. Flowchart of the distributed cluster formation algorithm

Advantages of LEACH

· Energy: balances energy usage among nodes and allows nodes to shut down radios

· Latency: only two hops to user

· Straightforward: aggregate data at cluster head and send to user

· Scalability: distributed hierarchical approach Disadvantages of LEACH
· Cluster head failure a problem

· Cluster head selection questionable (LEACH-C)

· Assumes all nodes capable of long range transmissions

2.4
Geographic Approaches

2.4.1   GEAR( Geographical and Energy Aware Routing)

This protocol is based on greedy geographic query routing technique. The cost function is based on destination location and neighbour node energies used to determine next hop. This is an improvement over Directed Diffusion's interest flooding technique.

2.5
Energy Aware Approaches

· SPIN-EC: Sensor Protocol for Information via Negotiation

· LEACH: Low Energy Adaptive Clustering Hierarchy

3   Transport Protocols 3.1   The Design Choices

While designing a Transport protocol we have to consider the 3 layers

· MAC

· Transport

· Application

3.1.1
The MAC layer choices

•
No ARQ

· All transmissions are broadcast

· No RTS/CTS or ACK

· Reliability deferred to upper layers

· Benefits: no control overhead, no erroneous path selection

•
ARQ always

· All transmissions are unicast

· RTS/CTS and ACKs used

· One-to-many communication done via multiple unicasts

· Benefits: packets traveling on established paths have high probability of delivery

•
Selective ARQ

· Use broadcast for one-to-many and unicast for one-to-one

· Data and control packets traveling on established paths are unicast

· Route discovery uses broadcast

3.1.2
The Transport Layer choices

•
End-to-End Selective Request NACK

· Loss detection happens only at sinks (endpoints)

· Repair requests travel on reverse (multihop) path from sinks to sources

•
Hop-by-Hop Selective Request NACK

· Each node along the path caches data

· Loss detection happens at each node along the path

· Repair requests sent to immediate neighbors

· If data isn't found in the caches, NACKs are forwarded to next hop towards source

3.1.3   The Application layer choices • End-to-End Positive ACK

· Sink requests a large data entity

· Source fragments data

· Sink keeps sending interests until all fragments have been received

· Used only as a baseline

3.2   PSFQ(Pump Slowly Fetch Quickly)

Due to the application-specific nature of sensor networks, it is difficult to design a single mono​lithic transport system that can be optimized for every application. PSFQ takes a different approach and supports a simple, robust and scalable transport that is customizable to meet the needs of different reliable data applications. Very little work has done till today in the area of designing a reliable transport protocol for WSNs. PSFQ stands out among them as one of the best efforts.

The key idea that underlines the design of PSFQ is to distribute data from a source node by pac​ing data at a relatively slow speed ('pump slowly'), but allowing nodes that experience data loss to fetch (i.e., recover) any missing segments from immediate neighbors very aggressively (local recovery, 'fetch quickly'). PSFQ assume that message loss in sensor networks occurs because of transmission errors due to the poor quality of wireless links rather than traffic congestion since most sensor network applications generate light traffic most of the time. Messages that are lost are detected when a higher sequence number than expected is received at a node triggering the fetch operation. Such a system is equivalent to a negative acknowledgement system. The motivation behind our simple model is to achieve loose delay bounds while minimizing the lost recovery cost by localized recovery of data among immediate neighbors. PSFQ is designed to achieve the following goals:

· To ensure that all data segments are delivered to all the intended receivers with minimum support from the underlying transport infrastructure.

· To minimize the number of transmissions for lost detection and recovery operations with minimal signaling.

· To operate correctly even in an environment where the radio link quality is very poor.

· To provide loose delay bounds for data delivery to all the intended receivers.

3.2.1   Hop-by-Hop Error Recovery

To achieve these goals PSFQ takes a different approach in comparison to traditional end-to-end error recovery mechanisms in which only the final destination node is responsible for detect​ing loss and requesting retransmission. Despite the various differences in the communication and service model, the biggest problem with end-to-end recovery has to do with the physical characteristic of the transport medium: sensor networks usually operate in harsh radio environ​ments, and rely on multi-hop forwarding techniques to exchange messages. Error accumulates exponentially over multihops. To simply illustrate this, assume that the packet error rate of a wireless channel is p then the chances of exchanging a message successfully across a single hop is (1-p). The probability that a message is successfully received across n hops decrease quickly to (1 — p)n acknowledgement system, at least one message has to be received correctly at the destination after a loss has happened in order to detect the loss.

PSFQ uses hop-by-hop error recovery in which intermediate nodes also take responsibility for loss detection and recovery so that reliable data exchange is done on a hop-by-hop manner rather than an end-to-end one. Several observations support this choice. First, this approach essentially segments multihop forwarding operations into a series of single hop transmission processes that eliminate error accumulation. The probability of exchanging a message success​fully across a single hop is (1-p). Therefore, the probability of detecting loss in a negative acknowledgement system is proportional to (1-p) in a hop-by-hop approach (independent of network size), rather than decreasing exponentially with growing network size as in the case of end-to-end approaches. The hop-by-hop approach thus scales better and is more error tol​erable. Second, the extra cost of involving intermediate nodes in the loss detection process (i.e., intermediate nodes must keep track of the data they forward, which involves allocating sufficient data cache space) can be justified in sensor networks. Typically, communication in wireless sensor networks is not individual-based but is group or cluster-based communications. Consider some of the example applications that require reliable data delivery, (e.g., re-tasking the sensor nodes, or for control or management purposes), the intended receivers are often the whole group of sensor nodes in the vicinity of a source node (a user). In this case, intermediate nodes are also the intended receiver of data; therefore there is no extra cost in transiting data through nodes.

3.2.2   Protocol Description

PSFQ comprises three functions: message relaying (pump operation), relay-initiated error re​covery (fetch operation) and selective status reporting (report operation). A user (source) injects messages into the network and intermediate nodes buffer and relay messages with the proper schedule to achieve loose delay bounds. A relay node maintains a data cache and uses cached information to detect data loss, initiating error recovery operations if necessary. As in many negative acknowledgement systems, there is no way for the source to know when the re​ceivers have received the data messages. This has several drawbacks. First, the data segments must be retained indefinitely at the source for possible retransmissions. Next, it is important for the user to obtain statistics about the dissemination status (e.g., the percentage of nodes that have obtained the complete execution image for a re-tasking application) in the network as a basis for subsequent decision-making, (e.g., the correct time to switch over to the new task in the case of re-tasking). Therefore, it is necessary to incorporate a feedback and reporting mechanism into PSFQ that is flexible (i.e., adaptive to the environment) and scalable (i.e., minimize the overhead).

3.3   RMST(Reliable Multi Segment Transport)

RMST was designed to run in conjunction with directed diffusion and uses selective NACK based technique. There are two distinct transport services that need to be added to diffusion: effective management of the fragmentation and reassembly of units based on application seman​tics, and guaranteed delivery. Although these requirements are orthogonal, many applications require both. The only control message added to normal diffusion by RMST is the NACK. NACKs are unicast in the reverse direction along the reinforced path from source to sink.

Loss detection is primarily timer driven. Where loss detection occurs depends on whether a node is configured for caching or non-caching mode. In non-caching mode, only sinks set timers to detect loss. In caching mode, each caching node on the reinforced path from source to sink detects loss. The basic mechanism for loss detection is a watchdog timer. A watchdog timer is instantiated for each new flow that is added to a caching node's RMST database. The timer handler inspects the hole map and sends a NACK for any holes that have aged for too long.

4   Conclusion

Due to the application specific nature of the sensor networks, it is difficult to design a single monolithic transport and routing system that can be optimized for every application. Before starting with a protocol design, one has to have a detailed study of the apllication and its requirements and constraints. The Quality of service of a Wirless Sensor Network can be expressed in terms of accuracy and/or latency of observing events in the physical environment. Besides reliability and security, WSNs also pose a number of new conceptual and optimization problems such as location, deployment and tracking which needs to be looked into in the future.
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