SEMINAR PAPER ON
RELIABILITY ARRAY OF INDEPENDENT NODES (RAIN) TECHNOLOGY
WRITTEN BY 
ABUBAKAR MUSA
KWARA STATE POLYTECHNIC, ILORIN

KWARA STATE, NIGERIA

234-7041856507

CODESPLASHERS.

SUBMITTED TO
DEPARTMENT OF COMPUTER SCIENCE 

INSTITUTE OF BASIC AND APPLIED SCIENCE
KWARA STATE POLYTECHNIC, ILORIN
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE AWARD OF HIGHER NATIONAL DIPLOMA (HND) IN COMPUTER SCIENCE
APRIL, 2010
OUTLINE
TITLE PAGE

APPROVAL PAGE
OUTLINE

ABSTRACT
OUTLINE
SECTION ONE:
OVERVIEW OF RAIN TECHNOLOGY
1.0
INTRODUCTION

1.1
AIMS AND OBJECTIVES

1.2
HISTORY OF RAIN TECHNOLOGY 

1.3
RAIN PROTOTYPE

1.4
FROM RAIN TO RAINFINITY 

SECTION TWO

2.0
RAINFINITY HIGH AVAILABILITY SOLUTIONS

2.1
FAULT-TOLERANT SYSTEM

2.2
RAINFINITY RAINStorage WITH GridSwitch
SECTION THREE:
DISCUSSIONS

3.0
RAIN TECHNOLOGY 

3.1
CONCEPTS OF RAIN TECHNOLOGY

3.2
RAINFINITY GLOBAL FILE VIRTUALIZATION 

SECTION FOUR:
SUMMARY AND CONCLUSION

4.0
SUMMARY

4.1
CONCLUSIONS

REFERENCE

ABSTRACT
The topic of the research paper is RAIN TECHNOLOGY. RAIN stands for Reliable Array of Independent Nodes. The goal of the RAIN seminar presentation is to identify key software building blocks for creating reliable distributed applications using off-the-shelf hardware. The focus of the research is on high-performance, fault-tolerant and portable clustering technology for space-borne computing.

SECTION ONE

OVERVIEW OF RAIN TECHNOLOGY

1.0
INTRODUCTION
RAIN (Reliability Array for Independent Nodes) technology originated in a research project at the California Institute of Technology (Caltech), in collaboration with National Aeronautics and Space Administration – NASA’s Jet Propulsion Laboratory and the Defense Advanced Research Projects Agency (DARPA). The name of the original research project was RAIN, which stands for Reliable Array of Independent Nodes. In short, the RAIN project intended to relate distributed computing with networking protocols. It became obvious that RAIN technology was well-suited for Internet applications.

During the RAIN project, two important assumptions were made, and these two assumptions reflect the differentiations between RAIN and a number of existing solutions both in the industry and in academia:

1. The most general share-nothing model is assumed. There is no shared storage accessible from all computing nodes. The only way for the computing nodes to share state is to communicate via a network. This differentiates RAIN technology from existing back-end server clustering solutions such as SUNcluster, HP MC Serviceguard or Microsoft Cluster Server.

2. The distributed application is not an isolated system. The distributed protocols interact closely with existing networking protocols so that a RAIN cluster is able to interact with the environment. Specifically, technological modules were created to handle high-volume network-based transactions. This differentiates it from traditional distributed computing projects such as Beowulf.

In short, the RAIN project intended to marry distributed computing with networking protocols. It became obvious that RAIN technology was well-suited for Internet applications. During the RAIN project, key components were built to fulfill this vision. A patent was filed and granted for the RAIN technology. Rainfinity was spun off from Caltech in 1998, and the company has exclusive intellectual property rights to the RAIN technology. After the formation of the company, the RAIN technology has been further augmented, and additional patents have been filed.

1.1
AIMS AND OBJECTIVES

1. The major aim of the research work is to identify key software building blocks for creating reliable distributed applications using off-the-shelf hardware.
2. To lay emphasis on the need to build a reliable space-borne computer capable of overcoming the consequence of malfunction in existing space-borne computers.
3. To see into developing an alternative to the costly special-purpose computer systems used in space missions.
1.2
HISTORY OF RAIN TECHNOLOGY 

RAIN traces its origins to 1994, when Shuki Bruck, professor of computation and neural systems and electrical engineering at Caltech, and Leon Alkalai, director of JPL’s Center for Integrated Space Microsystems, came up with an idea to improve NASA’s computer systems, both on the ground and in space. 

“In the past, NASA would customize every computer component—both hardware and software—for each job, which is extremely expensive,” says Bruck, an expert in parallel and distributed computing and fault-tolerant computing. “It made sense to us to propose a project to use commercial, off-the-shelf components.”

Bruck and Alkalai went to Washington, pitched the idea to officials with the Defense Advanced Research Projects Agency (DARPA), and by 1995 got funding from NASA and DARPA to develop an alternative to the costly, special-purpose computer systems used in space missions. Bruck gathered a team of five graduate students, and by 1997 they had built a prototype of a system called the Redundant Array of Independent Nodes, or RAIN. 

In the spring of 1998, Bruck approached the five graduate students who had worked on RAIN and asked them if they wanted to start a company with him. Two opted to pursue academic careers, but three signed on—Vincent Bohossian, PhD ’98, Charles Fan, PhD ’01, and Paul LeMahieu, MS ’96. In addition, Phil Love, PhD ’99, then a graduate student in applied mathematics, was recruited for the team.

Bruck, together with his business partners, then found several investors to provide a total of $2 million to launch the company, which they named Rain-finity. With the money, they set up a research office in the Old Town section of Pasadena in September 1998. They then began creating a software product so that companies would no longer have to rely on single Internet gateways to their Web sites. A com-pany’s Web site could be accessed faster, and many more people could get into the site at the same time. There would be multiple pathways to route traffic, and the system would also serve as a so--called firewall against outside security breaches and viruses. The system, called Rain-wall, was completed in 1999. It sells for $5,000 to $20,000, depending on the number of processors supported.

1.3
RAIN PROTOTYPE

The RAIN prototype was finished at a time when more people had begun going online, to shop or check out companies and products, and businesses began to recognize the Internet as a tool that was vital to their future. Bruck realized that companies that relied on the Web for business were subject to dire consequences if their systems crashed, since competition was now just a click away. And Internet sites crashed often because the computer systems handling Internet connections were not built to manage the Internet onslaught. Bruck figured that RAIN could be applied to the Internet and he began investigating the possibility of starting a company to commercialize RAIN.

1.4
FROM RAIN TO RAINFINITY 

As previously stated; the RAIN project was a research collaboration between Caltech and NASA-JPL on distributed computing, communication and data storage systems for future spaceborne missions. The goal of the project was to identify and develop key building blocks for reliable distributed systems built with inexpensive off-the-shelf components. The RAIN software components run in conjunction with operating system services and standard network protocols. Through software-implemented fault tolerance, the system tolerates multiple node, link, and switch failures, with no single point of failure. The RAIN technology has been transferred to Rainfinity, a start-up company focusing on creating clustered solutions for improving the performance, availability and scalability of Internet data centers. 

SECTION TWO

2.0
RAINFINITY HIGH AVAILABILITY SOLUTIONS


In June 10, 2002, Network resources software provider Rainfinity (Rainfinity.com) announced on Monday that it has introduced new versions of its RainWall and RainConnect high availability software solutions. 

The new products, says Rainfinity, are designed to make non-stop firewall operation and Internet connectivity practical standard network components for any business facility, making high availability easy and affordable enough for small companies, along with multinational corporations, to deploy beyond the data center at virtually any location, including remote offices, branch locations, warehouses and partner sites. 

RainWall 3.0, the latest version of the company’s high availability and load balancing software for firewalls and VPN gateways, says Rainfinity, is easier to use, integrates more tightly with Check Point’s NG firewalls, can fail over to nodes distributed across a campus or metro-wide LAN and can be embedded into network appliances and applications. 

The company says RainWall also integrates closely with the new RainConnect 3.0 Internet connectivity product, designed to maintain Internet connectivity despite ISP connection disruptions. 

"Our high availability technology has proven itself in the data center, but to keep business moving in today's interconnected environments, all vital network resources - including firewalls, VPNs and ISP links - at every business facility need to be fast, scalable and always working," says John Schroeder, vice president of marketing and business development at Rainfinity. "Our goal is to help businesses with limited on-site IT resources and budgets extend the benefits of high availability from the data center out to every location, and today's announcements offer a big step forward in this direction."

2.1
FAULT-TOLERANT SYSTEM

Fault-tolerance is the property that enables a system (often computer-based) to continue operating properly in the event of the failure of (or one or more faults within) some of its components. If its operating quality decreases at all, the decrease is proportional to the severity of the failure, as compared to a naïvely-designed system in which even a small failure can cause total breakdown. Fault-tolerance is particularly sought-after in high-availability or life-critical systems.

Fault-tolerance is not just a property of individual machines; it may also characterise the rules by which they interact. For example, the Transmission Control Protocol (TCP) is designed to allow reliable two-way communication in a packet-switched network, even in the presence of communications links which are imperfect or overloaded. It does this by requiring the endpoints of the communication to expect packet loss, duplication, reordering and corruption, so that these conditions do not damage data integrity, and only reduce throughput by a proportional amount.

Fault Tolerance Requirements

The basic characteristics of fault tolerance require:

1. No single point of failure 

2. No single point of repair 

3. Fault isolation to the failing component 

4. Fault containment to prevent propagation of the failure 

5. Availability of reversion modes 

2.2
RAINFINITY RAINStorage WITH GridSwitch
Data migration used to be such a pain that you did it as seldom as possible. While, in theory, data movement could be used as a performance or utilization tool, in practice the resulting service interruptions made its use counterproductive. When bandwidth improved, enterprises became larger and their workplaces more dispersed, and the need for safe, transparent data movement became acute. Rainfinity introduced its RAINStorage appliance1, which provided the ability to move data securely, auditably, and non-disruptively. This was good. But the need to meet service levels for data access at a competitive cost takes more than a point product alone. So now, Rainfinity has added GridSwitch intelligence, which allows their transparent data movement to interface with storage management and storage resource management software. The integration gives the capability to change RAINStorage from an opportunistic tool to an implement of optimization, which the data center can use to meet diverse service levels at a frugal price in an environment of every changing demands. 
Many data center management techniques can leverage deft data movement: 

• Tiered Storage: Using quality- and cost-tiers of storage allows the enterprise to deal with the unhappy coincidence of burgeoning data and shrinking budgets – but it only makes economic sense if human participation is minimized – that is, if the moving is easy and the access to data, even open files, is maintained. 

• Stage in, Stage Out: Recentralization of IT operations has not eliminated the need to stage data. Much of the data capture in many industries (retail, services) occurs in geographically dispersed locations or is generated by mobile workers. Non-disruptive, auditable data migration can optimize use of the often-inadequate connectivity to get the data into the data center. And in the distributed enterprise, when guaranteed access to large files is needed, off-peak staging of files to where they will be used is an alternative to expensive data streaming. 

• Data Center Optimization: When you are managing IT infrastructure to satisfy business process objectives, data portability can be a way to optimize for performance, for cost, or to work best with resource limitations, particularly if it does not introduce undue overhead. 

There are many storage management products that discover and monitor assets and can model what is to be done, snapshot data pointers, etc. Rainfinity has chosen not to duplicate their effort but to work with them via the GridSwitch. Together, these products can support SRM, ILM and Grid strategies. For more details, read on.
SECTION THREE

DISCUSSIONS

3.0
RAIN TECHNOLOGY 
As the technology evolves, there will be new needs and solutions that address these needs. There will be holes and bugs in those solutions that create new problems. Then there will be new solutions to solve these new problems. It’s a continuing cycle and a continuing process in how the technology grows.

RAIN technology is reliable software technology with high availability; it’s like a Borg from Star Trek. If you kill a machine it keeps functioning. Others take over. And users don’t see the effect of that. But the technology is one generation ahead.” 

3.1
CONCEPTS OF RAIN TECHNOLOGY

The guiding concepts that shaped the architecture are as follows:

1. Network Applications

The architecture goals for clustering data network applications are different from clustering data storage applications. Similar goals apply in the telecom environment that provides the Internet backbone infrastructure, due to the nature of applications and services being clustered.

2. Shared-Nothing

The shared-storage cluster is the most widely used for database and application servers that store persistent data on disks. This type of cluster typically focuses on the availability of the database or application service, rather than performance. Recovery from failover is generally slow, because restoring application access to disk-based data takes minutes or longer, not seconds. Telecom servers deployed at the edge of the network are often diskless, keeping data in memory for performance reasons, and tolerate low failover time. Therefore, a new type of share-nothing cluster with rapid failure detection and recovery is required. The only way for the shared-nothing cluster to share is to communicate via the network.

3. Scalability

While the high-availability cluster focuses on recovery from unplanned and planned downtimes, this new type of cluster must also be able to maximize I/O performance by load balancing across multiple computing nodes. Linear scalability with network throughput is important. In order to maximize the total throughput, load load-balancing decisions must be made dynamically by measuring the current capacity of each computing node in real-time. Static hashing does not guarantee an even distribution of traffic.

4. Peer-to-Peer

A dispatcher-based, master-slave cluster architecture suffers from scalability by introducing a potential bottleneck. A peer-to-peer cluster architecture is more suitable for latency-sensitive data network applications processing short-lived sessions. Hybrid architecture should be considered to offset the need for more control over resource management. For example, a cluster can assign multiple authoritative computing nodes that process traffic in the round-robin order for each network interface that is clustered to reduce the overhead of traffic forwarding

3.2
RAINFINITY GLOBAL FILE VIRTUALIZATION 

EMC Rainfinity Global File Virtualization is an infrastructure management platform that simplifies management of file services by creating a virtualized pool of storage across heterogeneous NAS and file servers. Rainfinity abstracts file access and increases data mobility, so that networked storage resources can be managed independently of users and applications that utilize them. Rainfinity benefits include lowering capital expenditures and reducing the total costs of ownership, by increasing storage utilization, optimizing performance, deploying storage tiers, accelerating consolidation, and improving disaster recovery.

Rainfinity is built on a unique split-path virtualization architecture that integrates standards-based out-of-band global namespaces with selective in-band file protocol processing capabilities. In-band processing enables Rainfinity to synchronize and redirect file access over the network, which delivers the effect of expanding the storage and file serving capacity beyond the physical implementation.

The transparent file protocol switching technology understands CIFS and NFS protocols, and provides continuous read/write access while relocating files. This protocol switching technology filters and forwards packets. Most processing occurs below the TCP/IP stack at the kernel-mode driver level. 
Rainfinity is configured as a transparent layer-2 bridge when performing virtualization functions in-band, so that it can inspect packets without requiring changes to existing network routes and IP addresses. Transparent bridging is a common technique used by network security devices such as firewalls, VPN concentrators, and intrusion detection devices, for its benefits and strengths.

Transparent bridging reduces configuration and deployment time, and requires less processing overhead than routing. Transparent bridges do not appear as an IP route hop to connected devices as they function at the Ethernet layer. Rainfinity operates similarly to Cisco PIX firewall’s transparent mode, by creating a virtual interface that bridges a pair of VLAN ports on the same network segment.

Rainfinity is connected to the Catalyst LAN switch where NAS heads and file servers are connected. In the following simple diagram, the source and destination NAS heads are on the same IP subnet. A management IP address is required to access Rainfinity.

There are minimum changes required to the network topology. Before deploying Rainfinity, a new private VLAN, “VLAN2”, is created with no IP address or routing interface. Rainfinity is connected to VLAN1 and VLAN2 on that switch, and is configured to create a bridge between these VLANs. Deploying Rainfinity as a transparent bridge has no effect on the traffic path between clients and NAS heads, unless specific NAS heads are virtualized by changing the VLAN associations for the ports connected to them.
Diagram 2. EMC Rainfinity Global File Virtualization

[image: image1.emf]
Diagram 4. Rainfinity in a highly available redundant network
[image: image2.emf]
SECTION FOUR

SUMMARY AND CONCLUSION

4.0
SUMMARY

One of the requirements for building an off-the-shelf computer system for that it must be extremely reliable, since the consequences of a malfunction can be catastrophic in space. In the RAIN system, there are multiple computer nodes and connections that can perform the same function. Rather than design expensive fault-tolerant chips, RAIN technology is designed such that if one chip failed, another one would take over. In this system, a component that stores data across distributed processors retrieves it even if some of the processors fail. If part of a system shuts down, the recovery by another part of the system is instantaneous and does not disrupt any operations.

4.1
CONCLUSIONS
The RAIN project is a research collaboration between Caltech and NASA-JPL on distributed computing and data storage systems for future spaceborne missions. Identification and development of the key building blocks for reliable distributed systems built with inexpensive off-the-shelf components is a one of the aims of this seminar paper. The RAIN platform consists of a heterogeneous cluster of computing and/or storage nodes connected via multiple interfaces to networks configured in fault-tolerant topologies. The RAIN software components run in conjunction with operating system services and standard network protocols. Through software-implemented fault tolerance, the system tolerates multiple node, link, and switch failures, with no single point of failure. The RAIN technology has been transferred to Rainfinity, a start-up company focusing on creating clustered solutions for improving the performance and availability of Internet data centers.

In this paper we describe the following contributions: 
1)
Fault-tolerant interconnect topologies and communication protocols providing consistent error reporting of link failures.

2) 
Fault management techniques based on group membership.

3)
Data storage schemes based on computationally efficient error-control codes. We present several proof-of-concept applications: a highly-available video server, a highly-available Web server and a distributed checkpointing system.

4)
Also we describe a commercial product, RainWall and RainConnect, built with the RAIN technology.
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