 Network Planning and Design
1.  Introduction
Computer network technologies have been growing explosively and the study in computer networks is being a challenging task. Network is a complex mix of applications, communications protocols and link technologies, traffic flows and routing algorithms. It is immensely complex. Network design process is a challenging task, requiring designers to balance user performance expectations with costs and capacities.

1.1 Fundamentals of Networking

A network is simply a group of two or more Personal Computers linked together. Many types of networks exist, but the most common types of networks are Local-Area Networks (LANs), and Wide-Area Networks (WANs). In a LAN, computers are connected together within a "local" area (for example, an office or home). In a WAN, computers are further apart and are connected via telephone/communication lines, radio waves or other means of connection.

1.2 Categories of a network 

Networks are usually classified using three properties: Topology, Protocol and Architecture. Topology specifies the geometric arrangement of the network. Common topologies are a bus, ring and star. You can check out a figure showing the three common types of network topologies here. Protocol specifies a common set of rules and signals the computers on the network use to communicate. Most networks use Ethernet, but some networks may use IBM's Token Ring protocol. We recommend Ethernet for both home and office networking. For more information, please select the Ethernet link on the left. Architecture refers to one of the two major types of network architecture: Peer-to-peer or client/server. In a Peer-to-Peer networking configuration, there is no server, and computers simply connect with each other in a workgroup to share files, printers and Internet access. This is most commonly found in home configurations and is only practical for workgroups of a dozen or less computers. In a client/server network there is usually an NT Domain Controller, to which all of the computers log on. This server can provide various services, including centrally routed Internet Access, mail (including e-mail), file sharing and printer access, as well as ensuring security across the network. This is most commonly found in corporate configurations, where network security is essential.

1.3 Network Topologies

Network topologies can take a bit of time to understand when you're all new to this kind of cool stuff, but it's very important to fully understand them as they are key elements to understanding and troubleshooting networks and will help you decide what actions to take when you're faced with network problems. There are two types of topologies: Physical and Logical. The physical topology of a network refers to the layout of cables, computers and other peripherals. Try to imagine yourself in a room with a small network, you can see network cables coming out of every computer that is part of the network, then those cables plug into a hub or switch. Logical topology is the method used to pass the information between the computers. In other words, looking at that same room, if you were to try to see how the network works with all the computers talking (think of the computers generating traffic and packets of data going everywhere on the network) you would be looking at the logical part of the network. The way the computers will be talking to each other and the direction of the traffic is controlled by the various protocols (like Ethernet) or, if you like, rules. If we used token ring, then the physical topology would have to change to meet the requirements of the way the token ring protocol works (logically). If it's all still confusing, consider this: The physical topology describes the layout of the network, just like a map shows the layout of various roads, and the logical topology describes how the data is sent across the network or how the cars are able to travel (the direction and speed) at every road on the map. The most common types of physical topologies, which we are going to analyze, are: Bus, Hub/Star and Ring

The Bus Topology

Bus topology is fairly old news and you probably won't be seeing much of these around in any modern office or home. With the Bus topology, all workstations are connecting directly to the main backbone that carries the data. Traffic generated by any computer will travel across the backbone and be received by all workstations. This works well in a small network of 2-5 computers, but as the numbers of computers increases so will the network traffic and this can greatly decrease the performance and available bandwidth of your network.
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As you can see in the above example, all computers are attached to a continuous cable which connects them in a straight line. The arrows clearly indicate that the packet generated by Node 1 is transmitted to all computers on the network, regardless the destination of this packet. Also, because of the way the electrical signals are transmitted over this cable, its ends must be terminated by special terminators that work as "shock absorbers", absorbing the signal so it won't reflect back to where it came from. The value of 50Ohms has been selected after carefully taking in consideration all the electrical characteristics of the cable used, the voltage that the signal which runs through the cables, the maximum and minimum length of the bus and a few more. If the bus (the long yellow cable) is damaged anywhere in its path, then it will most certainly cause the network to stop working or, at the very least, cause big communication problems between the workstations. Thinnet - 10 Base2, also known as coax cable (Black in color) and Thicknet - 10 Base 5 (Yellow in color) is used in these type of topologies.
The HUB or STAR Topology
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The Star or Hub topology is one of the most common network topologies found in most offices and home networks. It has become very popular in contrast to the bus type (which we just spoke about), because of the cost and the ease of troubleshooting. The advantage of the star topology is that if one computer on the star topology fails, then only the failed computer is unable to send or receive data. The remainder of the network functions normally. The disadvantage of using this topology is that because each computer is connected to a central hub or switch, if this device fails, the entire network fails! A classic example of this type of topology is the UTP (10 base T), which normally has a blue color. 

The Ring Topology
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In the ring topology, computers are connected on a single circle of cable. Unlike the bus topology, there are no terminated ends. The signals travel around the loop in one direction and pass through each computer, which acts as a repeater to boost the signal and send it to the next computer. On a larger scale, multiple LANs can be connected to each other in a ring topology by using Thicknet coaxial or fiber-optic cable. The method by which the data is transmitted around the ring is called token passing. IBM's token ring uses this method. A token is a special series of bits that contains control information. Possession of the token allows a network device to transmit data to the network. Each network has only one token.

The Mesh Topology
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In a mesh topology, each computer is connected to every other computer by a separate cable. This configuration provides redundant paths through the new work, so if one computer blows up, you don't lose the network :) On a large scale, you can connect multiple LANs using mesh topology with leased telephone lines, Thicknet coaxial cable or fiber optic cable. Again, the big advantage of this topology is its backup capabilities by providing multiple paths through the network.

The Hybrid Topology
With the hybrid topology, two or more topologies are combined to form a complete network. For example, a hybrid topology could be the combination of a star and bus topology. These are also the most common in use.
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In a star-bus topology, several star topology networks are linked to a bus connection. In this topology, if a computer fails, it will not affect the rest of the network. However, if the central component, or hub, that attaches all computers in a star, fails, then you have big problems since no computer will be able to communicate.
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In the Star-Ring topology, the computers are connected to a central component as in a star network. These components, however, are wired to form a ring network.

Like the star-bus topology, if a single computer fails, it will not affect the rest of the network. By using token passing, each computer in a star-ring topology has an equal chance of communicating. This allows for greater network traffic between segments than in a star-bus topology.

1.4 Introduction to Open Systems Interconnect Model (OSI)

OSI is a standard description or "reference model" for how messages should be transmitted between any two points in a telecommunication network. Its purpose is to guide product implementers so that their products will consistently work with other products.

The OSI model was created by the IEEE committee so different vendors products would work with each other. You see the problem was that when HP decided to create a network product, it would be incompatible with similar products of a different vendor e.g IBM. So when you bought 40 network cards for your company, you would make sure that the rest of the equipment would be from the same vendor, to ensure compatibility. As you would understand things were quite messy, until the OSI model came into the picture.
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We are going to analyze an example in order to try and understand how data encapsulation and decapsulation works. This should make it easier for most people. Let us talk about an example., When a car is built in a factory, one person doesn't do all the jobs, rather it's put into a production line and as the car moves through, each person will add different parts to it so when it comes to the end of the production line, it's complete and ready to be sent out to the dealer. The same story applies for any data, which needs to be sent from one computer to another. The OSI model, which was created by the IEEE committee, is to ensure that everyone follows these guidelines (just like the production line above) and therefore each computer will be able to communicate with every other computer, regardless of whether one computer is a Macintosh and the other is a PC.

One important piece of information to keep in mind is that data flows 2 ways in the OSI model, DOWN (data encapsulation) and UP (data decapsulation).

The picture below is an example of a simple data transfer between 2 computers and shows how the data is encapsulated and decapsulated:
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2. Network Planning and design

2.1 Steps involved in Network planning
2.2.1. Identifying the applications that you intend to use: Computer networking may be required diverse environments such as Enterprise Resource Management (ERM), Internet telephony, Instant Messaging (IM), Email and others. These in turn are used for estimating the software, hardware, and traffic requirements.
2.2.2 Traffic Requirements: Computing traffic requirements include several factors. A few point to consider include

· Identification and documentation of major traffic sources.

· Categorization of traffic as local, distributed, client/server, peer-to-peer, terminal/host or server/server.

· Estimation of bandwidth requirements for each application.

· Quality of Service (QoS) requirements for each application

· Reliability requirements.

2.2.3 Scalability Requirements: Scalability refers to the extent of network growth that should be supported. Provision must be made to add users, applications, additional sites, and external network connections.
2.2.4 Geographical considerations: Consider the LAN and WAN links that may be required. Offices that are separated by large distance can be linked together by a WAN (Wide Area Network). Similarly, building complexes with a compound can be linked by a LAN (Local Area Network) link. Typically, the LAN links are high band width (100Mbps) and WAN links are of lower bandwidth (64 Kbps - 2Mbps). The LANs fall within the premises of a Company whereas WANs are typically leased and maintained by the Telecom. Hence, WANs are costly and need to be planned and designed with utmost care to minimize resource consumption.
2.2.5 Availability: The availability of a Network need to be given careful consideration while designing a network. It is the amount of time a network is available to users over a period of time and is often a critical design parameter.  Availability has direct relation with amount of redundancy required. The factor considered while computing availability is the business loss to the Company due to unavailability of the network for a given amount of time. A right balance needs to be arrived at such that profitability is maintained. 
2.2.6 Security and Accessibility: A security plan needs to be devised that meets the required security specifications. You must specify:

· a list of network services that will be provided such as FTP, Web, e-mail, etc.

· Who will be administering the security of these services

· How the people be trained on security policies and procedures

· Recovery plan, in case a security breach does take place.

2.2.7 Cost considerations: For LANs, the tendency is to minimize the equipment cost. That is minimizing the cable cost, minimizing the cost per port, and the labour cost. For WANs the primary goal is to maximize the usage of the bandwidth. This is because; the recurring costs for bandwidth are normally much higher than the equipment or labour cost. Therefore more weightage is given to reliable equipment, and efficient utilization of bandwidth. Some factors that influence cost are:

· Improve efficiency on WAN circuits by using features such as compression, Voice Activity Detection etc.

· Use technologies such as ATM that dynamically allocate WAN bandwidth.

· Integrate both voice and data circuits

· Optimize or eliminate underutilized circuits.
2.2 Network Design

Network design is a category of systems design that deals with data transport mechanisms. As with other systems' design disciplines, network design follows an analysis stage, where requirements are generated and precede implementation, where the system (or relevant system component) is constructed. The objective of network design is to satisfy data communication requirements while minimizing expense. Requirement scope can vary widely from one network design project to another based on geographic particularities and the nature of the data requiring transport. Network analysis may be conducted at an inter-organizational, organizational, or departmental level. The requirements generated during the analysis may therefore define an inter-network connecting two or more organizations, an enterprise network that connects the departments of a single organization, or a departmental network to be designed around specific divisional needs. Inter-networks and enterprise networks often span multiple buildings, some of which may be hundreds or thousands of miles apart. The distance between physical connections often dictates the type of technology that must be used to facilitate data transmission.

Components that exist within close physical proximity (usually within the same building) and can be connected to each other directly or through hubs or switches using owned equipment are considered part of a local area network (LAN). It is generally impractical and often impossible to connect the equipment of multiple buildings as a single LAN; so individual LANs are instead interconnected to form a greater network, such as a metropolitan area network (MAN) or wide area network (WAN). MANs may be constructed where buildings are located close enough to each other to facilitate a reliable high-speed connection (usually less than 50 kilometers or 30 miles). Greater distances generally result in much slower connections, which are often leased from common carriers to create WANs. Due to the close proximity of equipment, LAN connections offer the best performance and control (usually with speeds around 100 Mbps) and WAN connections the worst (with many machines often sharing a single connection of less than 2 Mbps).
Networks connection devices such as computers, computer peripherals, digital telephones, or other digital communication equipment applied to each other for the purpose of exchanging data. The data carried by a network may represent voice, video, text, numeric values, or computer-readable code. Regardless of its context at the machines that send and receive the data, the data are handled by the physical network as an uninterrupted series of Boolean values or binary digits called a bitstream. At this lowest logical level, these values of zero and one are represented on the physical network as discrete electronic pulses (baseband) or frequency modulations (broadband) depending on the physical transmission method chosen for a given network segment. The physical network is responsible for delivering the bitstream to its destination without regard to the high-level meaning of the data. In this sense, all computer networks are responsible for performing the same function. Because the bitstream must include data from many different machines, however, the network needs to define a method for sharing the physical resources. This method, referred to as network architecture, determines the means by which data from competing machines are introduced to the network and delivered to the appropriate destinations. Common network architectures for LANs and MANs, also called Media Access Control (MAC) protocols, include Ethernet, Token Ring, Fiber Distributed Data Interface (FDDI), and Asynchronous Transfer Mode (ATM). Most network architectures dictate specific physical topologies, including the type of medium to be used and its configuration. Token passing methods, such as FDDI and Token Ring for instance, require physical rings of a specified cable. The various MAC protocols and physical mediums—including copper wire, glass fiber, and radio frequency—all possess relative advantages and limitations in terms of speed, consistency, security, expense, and many other important attributes. The combination of these characteristics means that, although all networks can carry all varieties of data, some network architectures are better suited for certain types of data than others. A primary planning function in network design is the determination of which network architecture best suits the type of data the network is being built to support. Using inter-networking protocols, such as TCP/IP, MANs, and WANs, one can connect many local area networks incorporating a variety of different LAN architectures. This capability affords the network designer some flexibility to choose MAC protocols that best accommodate the needs of a given network segment without jeopardizing connectivity to the rest of the enterprise or inter-organizational network.[image: image10.jpg]



Network design plays a vital role in an organization's effectiveness. At the Central Intelligence Agency (CIA), a computer operator monitors the organization's local area network and routers.
A network planning effort, therefore, may conclude that a segment with requirements focused around multimedia use ATM for its consistent performance, while another segment of the same enterprise network with less demanding performance requirements use Ethernet for its low cost and compatibility with existing hardware. Such network segments are interconnected using routers, which strip MAC-specific addressing from data packages, or packets, and rebuild the addresses at the destination segment using the appropriate MAC protocol. So although many different MAC configurations can interconnect seamlessly, a common inter-networking protocol must be chosen and adhered to across the network in order to realize data communication between all machines. Increasingly, and especially for organizations wanting to connect to the public Internet, that choice is TCP/IP. Network design is an ongoing effort at most organizations because new applications and business growth create new requirements, which can be fulfilled with ever improving network technology. Network engineering, of which network design is a component, is a balance between performance and expense. So as communication technology continues to improve, resulting in higher data speeds and lower costs, network analysis and redesign is continually necessary to maintain that balance effectively.
3. Local Area Network (LAN) 
3.1 LAN Technologies

· Ethernet
· Token Ring
· FDDI
· Gigabit Ethernet
3.1.1 Ethernet

· Developed in early 1970’s Xerox PARC
· Standardized as IEEE 802.3
· Provides data communications for LAN systems
· Baseband technology developed by Xerox, Intel, Dec
· Broadband version developed by Mitre 
· Frame based transmission
· Most commonly used medium access control
· CSMA/CD
· Carrier Sense Multiple Access with Collision Detection
· Nodes listen before transmitting
· Nodes may transmit at any time
· Collisions result in back-off and retransmission
· random access contention based media access
· stations contend for access to the medium
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Ethernet- Network Interface Card
Fast Ethernet
· Set of specifications developed by IEEE 802.3 committee to provide Ethernet compatible LAN operating at 100Mbps
· Specifications are:
· 100Base-TX: 2 CAT 5 UTP
· 100Base-FX: 2 optical fiber
100Base-T4: 4 CAT 3 or CAT 5 UTP

3.1.2 Token Ring

· Control token concept by IBM and GM
· Deterministic access method, no contention
· Two main standards:  IEEE 802.5 MAC protocol, FDDI
· Where Ethernet uses CSMA/CD, Token Ring uses a token passing mechanism where one station is allowed to talk at a time
· Traffic moves in a logical circle, going from station to station, until the appropriate station receives it and holds on to it
· Ring is emulated through TR hub by passing frames from station to station (1, 4 or 16Mbps).
· When a station has a problem or is pulled from the ring, that port is “wrapped” to allow the ring to continue
· An active hub retimes and regenerates the signal, a passive hub connects the ring
· When a station inserts at the wrong speed or loses track of its neighbor, a beacon condition is created on the ring

· Light load: TR is not very efficient. Stations must wait for the token to arrive
· Heavy load: TR operates in a round robin fashion
· Priority and reservation schemes can be implemented
· Bandwidth can be guaranteed
· High overhead for token maintenance
· Loss of token prevents further use or TR
· Duplication of token disrupts operation
· A monitor station is need to manage the TR network.
3.1.3 FDDI

· Defined by four separate specifications
· Fiber Distributed Data Interface (FDDI) Standards

· MAC: how medium is accessed, frame format, token handling, addressing, CRC check, error recovery
· PHY: defines data encoding/decoding, clocking requirements, and framing
· PMD: defines characteristics of transmission medium, power levels, bit error rates, optical components, connectors
· SMT: defines FDDI station configuration, ring configuration, ring control features, station insertion and removal, initialization, fault isolation and recovery, scheduling, and collection of statistics
· Follows the token ring scheme
· Similar to IEEE 802.5
· Has no priority or reservation bits
· Designed for LANs and MANs
· Accommodates higher data rates of 100Mbps
3.1.4 Gigabit Ethernet

Gigabit Ethernet is committed to promote industry cooperation in the development of Gigabit Ethernet standards. Gigabit Ethernet is an extension to the hugely successful 10 and 100Mb/s 802.3 Ethernet standards. Gigabit Ethernet provides a raw data bandwidth of 1000 Mb/s while maintaining full compatibility with the installed base of over 100 million Ethernet.
3.2 Virtual LAN (VLAN)

A virtual LAN, commonly known as a VLAN, is a group of hosts with a common set of requirements that communicate as if they were attached to the Broadcast domain, regardless of their physical location. A VLAN has the same attributes as a physical LAN, but it allows for end stations to be grouped together even if they are not located on the same network switch. Network reconfiguration can be done through software instead of physically relocating devices.

3.2.1 Uses of VLAN
VLANs are created to provide the segmentation services traditionally provided by routers in LAN configurations. VLANs address issues such as scalability, security, and network management. Routers in VLAN topologies provide broadcast filtering, security, address summarization, and traffic flow management. By definition, switches may not bridge IP traffic between VLANs as it would violate the integrity of the VLAN broadcast domain.

This is also useful if someone wants to create multiple Layer 3 networks on the same Layer 2 switch. For example, if a DHCP server (which will broadcast its presence) was plugged into a switch it will serve any host on that switch that was configured to use the server. By using VLANs you can easily split the network up so some hosts won't use that server and will obtain Link-local addresses.

Virtual LANs are essentially Layer 2 constructs, compared with IP subnets which are Layer 3 constructs. In an environment employing VLANs, a one-to-one relationship often exists between VLANs and IP subnets, although it is possible to have multiple subnets on one VLAN or have one subnet spread across multiple VLANs. Virtual LANs and IP subnets provide independent Layer 2 and Layer 3 constructs that map to one another and this correspondence is useful during the network design process.

By using VLANs, one can control traffic patterns and react quickly to relocations. VLANs provide the flexibility to adapt to changes in network requirements and allow for simplified administration.

3.2.2 Motivation
In a legacy network, users were assigned to networks based on geography and were limited by physical topologies and distances. VLANs can logically group networks so that the network location of users is no longer so tightly coupled to their physical location. Technologies able to implement VLANs are:

· Asynchronous Transfer Mode (ATM)
· Fiber Distributed Data Interface (FDDI)
· Ethernet
· Fast Ethernet
· Gigabit Ethernet
· 10 Gigabit Ethernet
· HiperSockets
3.2.3 VLAN Trunking Protocol

VLAN Trunking Protocol (VTP) is a Cisco proprietary Layer 2 messaging protocol that manages the addition, deletion, and renaming of Virtual Local Area Networks (VLAN) on a network-wide basis. Cisco's VLAN Trunk Protocol reduces administration in a switched network. When a new VLAN is configured on one VTP server, the VLAN is distributed through all switches in the domain. This reduces the need to configure the same VLAN everywhere. To do this, VTP carries VLAN information to all the switches in a VTP domain. VTP advertisements can be sent over ISL, 802.1q, IEEE 802.10 and LANE trunks. VTP traffic is sent over the management VLAN (VLAN1), so all VLAN trunks must be configured to pass VLAN1. VTP is available on most of the Cisco Catalyst Family products. The comparable IEEE standard in use by other manufacturers is GVRP or the more recent MVRP.

3.3 LAN disaster recovery plan
Data centers and wide area networks may get all the attention, but network administrators should also have a local area network disaster recovery plan in place for disasters both large and small. The term disaster recovery conjures up images of catastrophic destruction, but in reality, a single leaky pipe or power surge can cause a small disaster for an enterprise LAN. Without a network disaster recovery plan in place for the LAN, the loss of even a single network switch could quickly turn into a major, time-consuming outage for the organization.
3.3.1 Basics of LAN disaster recovery planning
Network administrators should start their local area network disaster recovery planning with a complete inventory of what is actually on the network and where it is located. This inventory should include switches, WLAN controllers and access points, network appliances and any other device attached to the network. There is a wide range of commercial and open source software applications capable of scanning a LAN and identifying and classifying each connected device. Administrators should use this scan as a baseline and define the physical location of these devices. For example, it‘s important to know what equipment is in a flooded basement. An accurate inventory will help the administrator determine which spare parts, such as switch line cards or power supplies, to keep on hand for both hardware problems as well as smaller, more localized events, such as lightning strikes or burst pipes over networking racks. If budget allows, an administrator may consider having a couple of spare, production-ready switches on a shelf to replace any critical devices that fail.
Armed with the network inventory, network administrators should next capture the configuration data for every device. Whether this is the configuration for QoS and VLAN settings for Ethernet switches, or the configuration settings for the entire wireless network, having the latest configurations and profiles for the local networking gear in a secure alternate location is essential to a rapid recovery in the event of a disaster. An administrator should log any configuration changes in the disaster recovery plan. Network change and configuration management (NCCM) tools can automate this process, but administrators must back up the data in the NCCM system and make sure that they can access the information in the event of a disaster.
3.3.2 Collaborate on your LAN disaster recovery plan
To support the organization’s disaster recovery efforts, network administrators can work with the server, desktop and data center support teams to determine the relative criticality of each inventoried item on the network. In the event of a large-scale disaster, knowing which aspects of the network demand first priority will define the speed of recovery time and ultimately set the order in which network devices are brought back online. The enterprise must consider the effort and costs needed to completely cover every aspect of the network and weigh that against the criticality of that network component. If, for example, an enterprise has deployed a wireless network only for guest access, it won't be worth ensuring redundancy in the wireless LAN.

3.3.3 Minimize the single points of failure in a network disaster recovery plan

A network administrator must ensure that the enterprise LAN is as resilient as possible during a disaster, with the ability to handle the loss of any single network component with minimal impact. The typical enterprise LAN has a number of single points of failure that administrators should identify and remedy if possible. An aggregation switch that pulls together all edge and wiring closet network switches or a wireless LAN controller installed without a redundant backup device can lead to a significant outage.
As resources allow, administrators should introduce redundant devices at each critical single point of failure they identify. There is little that can change the impact of a total loss of a facility, but redundant network links, power supplies or secondary wireless controllers could minimize the impact of a smaller scale event.
3.3.4 Incorporate simplicity into a LAN disaster recovery plan

An effective network disaster recovery plan sets in motion the steps needed to restore network access to at least a minimal working state. The person who restores the network might not be a network administrator. Events might prevent the admin from having access to the network. Other technical staff, such as storage and system administrators, should be prepared to execute on a network disaster recovery plan. Ensure that staff from other parts of the organization can execute on the recovery plan through documentation and testing. During many disaster recovery tests, an enterprise may flag key personnel as “unavailable” for the test, in order to ensure that the required knowledge of these administrators is contained within the recovery plan. The role that the network team plays in a disaster recovery event will vary wildly among organizations. Based on the planning and recovery in place, the local network administrators could find themselves at a third-party hot site location assisting the recovery of the data center or at a temporary office space for displaced workers.
3.3.5 Virtualization brings even more options for LAN disaster recovery

Server virtualization has changed a lot of the rules for disaster recovery. Beyond improving the recovery time objective (RTO) for the server administrator, virtualization can also improve how the network administrator handles recovery of network appliances. Many hardware appliances, such as load balancers and application delivery controllers, now have virtual machine equivalents. Although many of these virtual machines cannot match the performance of equivalent hardware appliances, they could serve as temporary replacements in a disaster recovery situation. Running these virtual appliances at the recovery site would lower costs by eliminating the need for matching hardware at the remote site.

3.4 Components of successful disaster recovery plan
I. Reason for Planning

Think of all the reasons your organization has for planning. There are many. Some common themes or sentiments can include:

· protect human life;

· recover critical operations;

· protect competitive position;

· preserve customer confidence and good will; and

· protect against litigation.

II. Recognition 

What happens if someone spots water coming under the door to your equipment room at 3 a.m.? It probably will not be one of your people at that time of night. Do the security guards know who to call and how to report trouble? These are the kinds of concerns to address in the recognition phase:

· initial reaction procedures to a disaster report;

· notification procedures for police, fire, medical; and

· notification procedures for management.

III. Reaction

Once someone sounds the alarm, what then? Who handles security? Who talks to the media? Who is an employee and who is a looter? Careful planning here helps address these questions.

· mobilizing the EMT (executive management team);

· filing of initial damage assessment reports to the EMT;

· assisting EMT in preparation of statements; and 

· opening a critical events log for audit purposes.

IV. Recovery

· modified signing authority for equipment purchases;

· procedures for getting cash;

· procedures for maintaining physical security;

· procedures for arranging security at the damaged site;

· procedures for finding and getting to the recovery center (maps!); and

· procedures for arranging security at the recovery center

V. Restoration

· coordination of restoration of the original site;

· restoration of electronic equipment;

· reloading of software;

· restoration of power, UPS, common building systems;

· replacement of fire suppression systems;

· rewiring of the building;

· restoring the LAN; and

· restoring the WAN connections.

VI. Return to Normal

· testing procedures for new hardware and software;

· what constitutes a successful test (before recommitting production);

· training operations personnel;

· training employees;

· scheduling migration back to original site; and

· coordinating return to original site.

VII. Rest and Relax

· schedule compensatory time off; and

· make visits to employees in rehab from stress.

VIII. Re-evaluate and Re-Document

· review your critical events log;

· evaluate vendor performance;

· recognize extraordinary achievements;

· preparing final review and activity report; and

· aid in liability assessments

4. Switch
A network switch is a small hardware device that joins multiple computers together within one local area network (LAN). Technically, network switches operate at layer two (Data Link Layer) of the OSI model. Network switches appear nearly identical to network hubs, but a switch generally contains more intelligence (and a slightly higher price tag) than a hub. Unlike hubs, network switches are capable of inspecting data packets as they are received, determining the source and destination device of each packet, and forwarding them appropriately. By delivering messages only to the connected device intended, a network switch conserves network bandwidth and offers generally better performance than a hub. 

As with hubs, Ethernet implementations of network switches are the most common. Mainstream Ethernet network switches support either 10/100 Mbps Fast Ethernet or Gigabit Ethernet (10/100/1000) standards. Different models of network switches support differing numbers of connected devices. Most consumer-grade network switches provide either four or eight connections for Ethernet devices. Switches can be connected to each other, a so-called daisy chaining method to add progressively larger number of devices to a LAN.

Cisco offers three major types of switches:

· CATos-based (5500 and 6500 series)
· IOS-based (2900 and 3500 series)  
· Menu-based (1900 series)

There is little to distinguish a switch from a hub, physically speaking: Both have multiple ports to accept network connections, and both accept the same types of connections. In reality, the likelihood of encountering a switch is significantly higher than documenting a hub; although physically speaking, the information collected is the same. Switches have evolved over time, though, from a slightly intelligent multiport repeater, capable of learning which hosts are connected to which ports and retransmitting accordingly, to devices that now understand virtual local area network (VLAN) segments and how to route data based on the Layer 3 address encoded into the data packet. Because of this, it may seem that the switch is connected to devices it can’t support, but in fact it does support them owing to the ability to segregate traffic by VLAN.
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Switch
It is also becoming more common for switches to have multiple port types on their chassis, to allow not only for a large number of, for example, Fast Ethernet connections, but also a handful of higher-speed connections, such as copper 1000BaseT or fiber 1000BaseTX connections to other switches, to form a backbone. Again, it is up to the individual investigator to decide whether to represent these backbone connections in a combination physical/logical diagram, in a plain physical diagram only, or in an alternative way. Knowing that most switches exhibit some level of intelligence, it should follow that they can typically be administered to one degree or another, and so they need to be addressable. When documenting switches, be sure to determine whether the switch has a management IP address, and record that information if so. As a switch is a central component to the network infrastructure, most network administrators assign static network addresses to switches.

5. Router

A Router is a layer 3 network device that moves data between different network segments and can look into a packet header to determine the best path for the packet to travel. Routers can connect network segments that use different protocols. They also allow all users in a network to share a single connection to the Internet or a WAN. It is used to improve network performance by:-

• segmenting the network and creating separate collision & broadcast domains.

• reducing competition for bandwidth. 

• Broadcasts are not forwarded to other network segments.

• Increases security by using Access Lists.

5.1 Initial startup of Cisco routers
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· The startup routines done to start the router operations must accomplish the following: 
· Make sure that the router hardware is tested and functional i.e. the CPU, memory, and interfaces 
· Find and load the Cisco IOS software. 
· Find and apply the startup configuration file or enter the setup mode. 

· After the POST, the following occur as the router initializes:
· The generic bootstrap loader in ROM executes 
· The bootstrap loads instructions that cause other instructions to be loaded 
· The operating system is loaded 
· The location is disclosed in the boot field of the configuration register 
· The operating system locates the hardware and software components and lists the results on the console terminal 
· The configuration file saved in NVRAM is loaded into main memory and executed one line at a time 
· The commands start routing processes, supply addresses for interfaces, and define other operating characteristics of the router 
· If no configuration file is found, the operating system enters setup mode 
· Setup is not intended as the mode for entering complex protocol features in the router. 
· When a router cannot find its configuration file from any other source 
· Default answers appear in square brackets [ ] following the question.   Press the Enter key to use these defaults. 
· During the setup process, Ctrl-C can be pressed at any time to terminate the process. 
· When setup is terminated using Ctrl-C, all interfaces will be administratively shutdown. 
· When you complete the configuration process you will be prompted:


0) Go to the IOS command prompt without saving this config 


1) Return back to the setup without saving this config 


2) Save this configuration to nvram and exit
5.2 Examining the initial router bootup
· NVRAM invalid, possibly due to write erase, tells the user that this router has not been configured yet or that the NVRAM has been erased 
The user has the option to enter setup mode
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5.3 Establishing a HyperTerminal session
· Connect the terminal using: 
· an RJ-45 to RJ-45 rollover cable 
· an RJ-45 to DB-9 or RJ-45 to DB-25 adapter
· The parameters for the console port are: 
· 9600 baud, 
· 8 data bits, 
· no parity, 
· 1 stop bit, 
· No flow control. The console port does not support hardware flow control
5.4 Logging into the router
· When accessing a router, a user must login to the router before any other commands are entered. 
· Router must be accessed with a terminal or by remote access 
· User EXEC mode – allows the user to check the router status. No router configuration changes are allowed. Only a subset of the commands available at privileged EXEC level
· Privileged EXEC mode – allows the user to change the router configuration. Global configuration mode can be accessed along with other specific modes :
· Interface or Subinterface 
· Line 
· Router 
· Route-map
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Example of a scenario of a router with a single interface

When documenting the physical configuration of a network, a router is a pleasant device to see, as it marks a boundary point, meaning that the investigator has reached the end of one dimension of the network. A router sits between network segments logically, and this may be represented physically, or it may be a little more confusing, thanks to the ability to create VLANs. A router is an intelligent device and therefore can be administered; it should always have a network address statically assigned to it, which should be documented. A router will typically have only a few interfaces on it, and these may be any combination of local area network (LAN) or wide area network (WAN) interfaces. It’s common to find routers at the perimeter of a network, providing connectivity to a Telco for Internet access, or remote connectivity to another office. It should be noted, though, that theoretically any device able to direct traffic on the network from one network segment to another is technically a router, which could include both servers and workstations in addition to more classically recognizable devices.
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Router with a Single Interface

A device does not need to have more than one network interface to be a router. In one environment I visited, a small Cisco 2610 router was connected to the internal network only, using a single CAT5e cable, depicted in Figure. It was, in fact, the default gateway for all the devices on the network. This was perplexing until the entire documentation effort, where the routers connected to that network segment, but these three having dual interfaces: one to the Internet, one to another part of the complex, and one to an ISDN line. The default gateway router had originally been the network’s only router, providing Internet access, via ISDN, but then the organization had moved to a T1, and rather than completely replace the router, as the staff at that time didn’t know how, they had added an entry to the default gateway router’s routing table to direct traffic to all unknown destinations to the new T1 router’s IP address, and did the same when they added the ISDN line and the additional network segment.
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