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Abstract

User mobility is one of the most important factors affecting the network performance in a cellular network. Increased mobility results in more location updates, handovers and hence an increase hi the number of messages exchanged between various entities in the system. This signaling not only puts extra load on the radio interface but also on the infrastructure equipment. Thus, it is required to minimize the rate of occurrence of these mobility related events by optimally dividing the system into areas that have a minimum exchange of traffic. This report presents a mobility model that can be used to predict the transient behavior of the traffic on the routes connecting these areas in a given network during rush hours when the capability of the network to handle mobility related signaling traffic is put to a severe test. Finally we will study the practical implication of model formed in GPRS technology.
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1   Introduction

There are two types of mobility supported in Personal Communication Services-Terminal mo​bility Personal mobility. Personal mobility refers to the network's ability to recognize a user irrespective of his position as well as the terminal. In terminal mobility, however, the terminal follows some procedure to update the network of its location even if it is not currently in use. Here we deal only with terminal mobility problem in cellular networks. Mobility of subscribers presents several technical problems Cellular networks use a combination of location updates and paging to provide roaming for its users. When a mobile enters a new location area, it sends a location update message to register itself with that area. When a call arrives for the mobile, all the cells in the location area are paged. Both location updates and paging contribute to the signaling traffic in the network. In GSM systems. SDCCH (Stand-alone Dedicated Con​trol Channel) are used for location updates. If location areas are not chosen optimally, then the number of SDCCH channels to be dimensioned to support communication establishment attempts would bo increased, In addition to the radio resources, location updates also trigger an exchange of messages in the network infrastructure.

In this report I present a mobility model for modeling rush hour traffic in a city area. This model can be used to obtain mobility measures for routes with high traffic density during rush hour. These mobility measures along with paging measures can be used to solve a graph-partitioning problem to obtain optimal/near optimal LA design.

Further we extend our report to a practical level of design implementation MLST formation to enable the equivalent accounting of potential handoffs at a core link, and multiple dynamic guard bandwidth scheme with quantized guard bandwidths reserved on individual links over the GPRS core network.
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3   Rush hour mobility modeling

Most capacity calculations in cellular networks are carded out for peak hour when the call origination rate is maximum. A user is considered a source of traffic in the. network during an ongoing call. However, location update traffic is generated mostly during the time when the mobile is 'on' but not attending a call. The problem of minimizing the location update traffic should be solved for the worst case when mobility is maximum. During rush hours in cities, traffic typically flows from/to the city center where most business establishments are located, to/from the outskirts where most residential areas are located. Thus mobility related signaling traffic is much more in rush hours than peak hours. An aspect related to LA design, which becomes more promjnent during rush hour has to do with useless location updating. A location update occurring when a mobile enters an LA is useful only if a call arrives for the mobile during its residence in that LA. Useless location updates are more likely during rush hour rather than peak hour. Good LA design should minimize the probability of a location update being useless.

4   Modeling Options

Broad categorizations in this area are:

*
Endpoint Level Modeling

•
Aggregate Level Modeling

4.1
Endpoint level modeling

This uses the following technologies - Random walk. Effect ol simulation area edge. Model for service instantiation, Model for service instance duration. Accuracy of service instance modeling; But our model deals ouly with Aggregate level modeling.

4.2
Aggregate Level Modeling
4.2.1    Existing models

To make the formulating of the whloe mechanism easier we compare it with ahedy existing models of other fields with functional similarity.

1.
Fluid Models

Fluid flow models characterize traffic movement as flow ol a liquid. The rate of flow of mobile units (Mi's) out of a region is proportional to density of mobiles in that area p, average velocity in the region V, and the length of the region botmdaiv L. The rate of outflow r is then given

by

i=qVL/k
(1)

These models are very simple to analyze and provide good results when the population is very large since they use average velocity and density of mobiles in the region. However, these models address aggregate mobility rather than individual mobility, hence they cannot model movement patterns.

2.
Markovian Models

Also known as random-walk models, they an; capable of modeling individual motion between adjacent regions. The transition probabilities between adjacent regions define the model. A problem with these models is: they are not able to model movement patterns such as frequently used routes between nonadjacent regions. There is no concept of trips with start points and endpoints.

3.Gravity Models

These are analogous to gravitational attraction law. The amount of traffic Rij moving from
region i to.j is proportional to the densities of mobiles in the two regions where Gij is a constant
and pi is the mobile density in region i. Though in its basic form it is unable to model mobility
patterns, in the next section we explain how the model could be generalized.
=GijPipj
(2)

4. Simulation based Hierarchical Models

The model proposed is hierarchical and consists of three levels:

1. City area model.

2. Area zone model.

3. Street unit, model.

These models with varying level of resolution interact with each other by using parameters obtained from other models. This is a comprehensive model taking care of human behaviors, mobility patterns, traffic lights, traffic jams etc. However such a model requires a lot of input parameters. Moreover such models require considerable effort in simulation.

4.3   Implementation of the model

4.3.1   Input Parameters

T = Duration of rush hour.

M = total number of^nodes (area zones)

K — Total number of links (high capacity routes).

1. Node parameter
n, (t)
Concentration of users in node i at time t[0. T].

N°
Initial Concentration of Mobile Units (MUs) in node i.

Ar'
Final Concentration of MUs in node i.

Hi
Mean residence time in node i.

2.
Link parameter

C,
Capacity of the link i. (maximum allowed MU/see on the route).

Li
Length of the link i.

Vfji
Free flow of link i.

Xja,,,
Minimum distance between two MUs (during a traffic jam).

4.3.2
Output Parameters

rVj(t)
ratio of MU flow on the link connecting nodes i and j at time t[O.T].

4.3.3
Working of the model

1. Defining sources and sinks At time t — 0, nodes i—1, 2,..M have concentrations . These concentrations are taken in terms of number of MUs present in the area. Two disjoint subsets of the set of nodes S = (1, 2...M) are denned:

Satnk = i(N? - JV?)i=<M=0,l,...M

S^r^HNi -Nt)> 0,1=0,1,...M
(3)

2.
Generation of traffic

Each of (Nio-Nit) S source mobiles representing excess concentration choose a uniformly dis​tributed time in [0,T] to leave the node. The departure epochs of MUs form random point process in [0.T] and if the number of points is high then the departure process can be approxi​mated by a poisson process with rate:

A, =N° - N$lt
(4)

3.
Choosing a destination

An MU starting from node i S source has a probability of going to node j S sink given by:

a, =w? - iv;/t


(4)

3. Choosing a destination
An MU starting from node i S source has a. probability of going to node j S sink given by:
Pv(t) =Aj(t)/XVkls„nkAk(t)
(5)

where.

(0)

represents at time t. the number of MUs by which the node is short of the final concentration. The shortest path routing algorithm is used for routing the MUs and there is an exponentially distributed delay with mean Ri in an intermediate node i to represent the residence time in the node.

4. Mobility Modeling of High Capacity Routes Speed of an MU on a link (street) is given by:

Vt(t)=V/f{\ - Xjam/Xt{t))

where Xi (t) is the average distance between MUs in link i at time t. However the speed is limited tol',.Q;e for which X =Xw/6 such that:

A',„/f — tj-.Vf,,, (t 4- A'j.

where tr is the time it takes to start decelerating since the time, the preceding MU starts decelerating (reaction time).

4.3-4   Mobility measures and cost function

To solve the problem defined in Section 2, wc need to know the edge weights (mobility mea​sures) for each link. The output from the simulation of the mobility model gives rij (t), rate of MUs passing through the link connecting nodes i and j versus time. Mobility measure for a link could be the total number of MUs which passed the link during rush hour which could be obtained by simply integrating rij (t) for the rush hour time. This is the cost of cutting link i-j:

(9}

We consider two cases.

1. When location updates are much more expensive than paging. This is a common assumption at least for GSM networks.
2. A more general cost function based on paging costs of location areas is required when the above assumption is not valid. Paging costs can only be defined once partitioning has been carried out. Paging cost for a location area should be proportional to the number of ceils and terminating BHCA in the location area. If each node is given a weight representing the cell BHCA (also called paging measure in the literature), and if the cost of paging one cell is c then the total paging cost for a partitioning P which divides the set of nodes S into p disjoint subsets 1.2 ... Sp where Kj is the number of cells in partition j., and P/k is the terminating call BHCA for kt.h cell of the jth partition. Note that this cost is calculated for peak hour rather than rush hour. From (8), the total LU cost for a partitioning P is given by:

@Ut = l/2(Svtt*'ijV3-„„W<>7riC/j)
(11)

where C ij = 0 if tlicrc is no link between i and j. The total cost function can thus be written as:

4.3.5   Graph partitioning algorithms

Case 1 in Section 3.2.3 can be mapped into a well-known graph partition problem, which is known to be NP complete. Several heuristics have been suggested in the literature. Most of them involve an initial merging phase using a greedy algorithm and an exchange phase based on graph partitioning algorithms . The results obtained are in general sub-optimal, which is not. surprising considering the nature of the problem. However improvements of 25 percent and above are observed in the exchange phase itself.As regards case 2, we assume that paging costs are still lesser than location update costs but not negligible. We suggest using an initial greedy phase, similar t.o the first case, without considering paging cost in (12). In the exchange phase, while finding gain in exchanging two nodes, we add another term representing the differential change in paging costs (10) when the nodes are swapped. In the next section, we take up an example and apply these algorithms to obtain an optimal partition for a graph with 12 nodes considering only location update costs.

4.4   Examples and Result

To illustrate the working of the model, we take up an example and solve a bi-partitioning problem. We assume that paging cost is negligible compared to location update cost hence total cost of partition P is simply CfAI as in (10). In our example, a typical city area with different types of area zones i.e. city center, urban, suburban, rural is considered.. The input parameters assumed are given in Table 1, Table 2, and Table 3.

parameters ftsr Simulation

	Rush Hoar Model
	2hrs

	Total MUs Simu.
	20.000

	No. of N'.ort. Vll)
	12

	Cir> R^L.:-
	20Kms

	No. ofR:.Xii
	21

	betv £tr. .' r'J:

	3.5 Kms

	Free Flo- Vtkcity
	20 m/sec


Node Par^-trf CC:City Center,U:Urbau.SU:Sub Urban.R:Rural

	
	Type of node
	N,°
	
	R,(sec)

	:           cc
	kx
	2.S0O
	500

	cc
	€O0
	2.100
	400

	:           cc
	
	2.100
	450

	
	V
	:-£oo
	3,500
	M»

	#
	V
	1330
	1300
	350

	
	U
	JJO0
	1J00
	300

	i
	sv
	4*00
	4.400
	300

	-
	su
	33»
	MOO
	250

	t
	sv
	3.330
	3300
	250

	i
	R
	330
	330
	200

	
	ft
	330
	330
	200

	K
	3*
	340
	200


• Table 3 also gives Cij in (10) by integrating the rij(t) curves obtained from simulation.

These cost functions are used to obtain a reasonable partition using a simple partitioning . algorithm and an optimal partition using KernighanLin algorithm.  The gains in cost

because of KernighanLin algorithm are given in Table 4. For the bi-partitioning problem

we chose a partition greedily and then improved upon it by using Kernighan Lin algorithm.

Table 4sh~ows the. optimal partition and the costs.

	2<Bt

:urtct.
	Initial Pinirinn
	Cost
	Optimal PiftiUdfl
	Gain

	CLU
	M2.4-5,7.9,10S M0,l.3,6,8,111
	3083.7
	4.=(0.2,4,7.9.10) 3=|IJJ.6,8,1I]
	1311


4.5   Simulation: Analogy with data networks

1,
Counters in node/link ojects to count the number of MUs presently in the object.

2. A delay block is inserted between the node and the link, which introduces cxpoii-:.j;?.i;:IN. distributed delays with mean equal to mean residence time in the node.

3. Sources and sinks are attached to nodes. Source nodes generate packets representing MUs at the rate in (4) for a destination node obtained from (5) which is decided based upon the current number of MUs in sink nodes,

4,
Trace objects and statistics collection. The configuration is loaded from the Tel interface of
the simulator and a plot of number of MUs v/s time for each link is obtained. A good gv?.] ;:<cal
representation of the network can be obtained using the 'Network Animator' provided wiih t-LK:
simulator.

5   Extending the use of model in GPRS

Now we apply the modeling scheme over the GPRS core network by employing the proposed mobile label switched tree (MLST) to enable the equivalent accounting of potential handoffs at a core link, and multiple dynamic guard bandwidth scheme with quantized guard bandwidths reserved on individual links over the GPRS core network.

5.1   Mobile Label Switched Tree (MLST)

The GPRS core network is based on IP over ATM or frame relay. To unify the control planes of IP and ATM traffic ^engineering, MPLS path architecture and its associated traffic control functions are employed. The MPLS-based GPRS core network may form a separate MPLS domain or may be a pait of a larger global Internet domain. We assume that the GPRS core network, forms an independent domain and the network-wide mobility support is limited to the core. The GGSN will function as an ingress label switching router (LSR). pushing labels into incoming packets, and as an egress LSR, popping labels from packets leaving this domain. The interface to the external PDN's remains the same with the MPLS deployment. The GPRS protocol stack is updated with MPLS adaptation.

Similar to the mobile virtual circuit (MVC), the mobile label switched tree (MLST) is MPLS-based path architecture to support terminal mobility. It is a dynamic connection tree which supports network-wide terminal mobility across radio cells connected to any points of the core network while allowing sharing of network resources between mobile and non-mobile traffic, maximizing connection reuse, and minimizing label switching table updates.

For an MS accessing a BS in a given radio cell, the neighbouring cells terminate the endpoints of the potential handoff mobile paths. The group of current-in-use and potential-handoff BS's for a MT, and the corresponding peer terminal forms an extended multipoint-to-point MLST, with the current-in-use and the potential-handoff connections converged at the mobile merged paint (MMP). After a handoff, the MMP may shift to another node as the MLST is reconfig​ured.

Fig.l: Modified GPRS protocol stack with MPLS
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5.2   Dynamic Guard Bandwidth Controller

An active MS, situated at the cell terminating the current ongoing connection of an MLST, may generate a handoff request to the neighboring cells terminating the potential handoff paths of the MLST. Consequently, the probability of handoff request initiated by the active MS to the core links along a potential handoff path is determined by the corresponding handoff probability between the respective cells. The probability of a handoff request arrival at a cell {generated by an active MS in a neighboring cell during an estimation interval) depends on its mobility pattern, the cell size, the remaining call duration, and the length of the estimation interval. By employing MLST to support connection rerouting during call handoff, the number of active MS's that can initiate handoff requests to a GPRS core link is limited by the number of potential handoff paths of the MLST's passing through it. The current in-use connection of MLST-2 and the two potential handoff connections of MLST's 1 and 3 pass through the link X-Y, through which bandwidth is reserved for MLST-2 only. The MS's associated with MLST's 1 and 3 have the potential to generate handoff requests to the link X-Y, thus determine the instantaneous handoff call arrival rate at the hnk. Consequently, the guard bandwidths for handoff requests and new calls will be dynamically adapted to the. instantaneous handoff call arrival rate.

The continuous update of the instantaneous handoff call arrival rate at a core link is enabled by the signaling of changes in the number of ongoing calls that may hand off to the core link. The signaling should occur during potential handoff path setup and release, associated respectively with the establishment and release/reconfiguration of a MLST. We now discuss the strategy of integrating the dynamic guard bandwidth management functions into the potential handoff path control services associated with the MLST.

In a general connection-oriented packet-switched network, connection establishment involves the following steps:

(1) reservation of a logical link identifier at each switch associated with the connection.

(2) establishment ofrouting information for translating incoming logical link identifiers.
(3) reservation of communication resources (buffer and physical link bandwidth) at each switch. Similar steps are employed in MPLS path setup, with logical links identified by labels, which are allocated and reserved via the label distribution protocol (LDP).

The MLST establishment scheme is based on reserving logical link identifiers via LDP for potential handoff paths, but delaying resource reservation until handoff processing, when a fast hard-state resource reservation scheme is invoked to complete the setup of the handoff connection. The establishment of the MLST during initial call processing is decomposed into the; following tasks:

· Establishment oithe fixed common connecting links shared by the original path and the potential handoff paths;

· Standard Label Switched Path (LSP) is established along the fixed common connecting links. Incoming and outgoing labels are updated in the Litbel Information Base (LIB) in each intermediate LSR along the fixed common connecting links.

· Communication resources are reserved to satisfy path QoS performance requirements.

· Establishment of the mobile link sets between the multiple BS's and the MMP

· Standard LSP establishment between each BS and the MMP.

· Bandwidth is reserved only for the current hi-use path from the MMP to the BS.

· For those LSP's associated with the mobile link sets specific to the potential handoff connections, actual bandwidth is not reserved immediately; instead, the guard bandwidth is increased according to the probability that the associated ongoing call will hand off to the core link. A fast bandwidth reservation scheme will be employed to reserve actual bandwidth if the anticipated handoff does occur.

The dynamic guard bandwidth management functions can be incorporated as follows. During MLST setup, the MMP would signal an increase in the number of potential handoff calls along the predetermined LSPs to enable updates of instantaneous handoff call arrival rate at the core links along the predetermined routes, so that the guard bandwidths can be increased accordingly by the dynamic guard bandwidth controllers of the core links. During MLST release, the MMP would signal a decrease in the number of potential liandoif calls along the predetermined routes to enable updates of the instantaneous handoff call arrival rate at the wired links along the predetermined routes, so that the guard bandwidths can be decreased accordingly by the dynamic guard bandwidth controllers of the core links. To support, successive handoffs so as to allow an MS to have an unrestricted range of movement or network wide terminal mobility, the MLST connection tree is reconfigured after each handoff to account for the new set of immediate neighboring cells into which the MS can potentially enter.
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6   Conclusion

In this paper I have presented an excess concentration based mobility modeling approach.ThiB further can be used to model rush hour traffic as proposed. Using this model and graph parti​tioning algorithms based on edge and node parameters; it is possible to find partitions, which reduce the mobility related signaling traffic. Some cost functions have been discussed which are based on location updates and paging traffic. An example network is taken and an optimal partitioning into two sets (bisection) is considered.

Using this procedure with realistic mobility models, as the one proposed in this paper, should result in significant reduction of mobility related signaling traffic and hence the network imple​mentation. Further using the same technology we have looked at it's practical implementation in GPRS.

Realistic mobility models, as the one proposed in this paper, should result in significant reduc​tion of mobility related signaling traffic and hence the network implementation. Further using the same technology we have looked at it's practical implementation in GPRS.
�





2   Realising the situation





Figure 1 shows a typical city area in which several area zones are connected by high capacity routes. Area zones could be of any of the four types - city center, urban, suburban, and rural. High capacity routes represent the most frequently selected streets for support of movement between different area zones. Optimal partitioning of a wireless network into contiguous areas viz. location/registration areas requires the knowledge of traffic distribution at various routes as a function of time. Also, it is expected that the cost of a partition would be maximum during rush hour periods, when exchange of traffic between various area zones is maximum. This can be seen as a graph-partitioning problem with each area zone representing a node and the high capacity routes representing the edges connecting these nodes. Each node and edge is assigned a weight. In ease of edges, this weight represents the cost of that edge being intersected by a partition (mobility measure), while in case of nodes it signifies the terminating BHC'A at the cell or area-zone represented by the node (paging measure}. Given the set of nodes (vertices), V and the set of edges E. a forma! definition of the problem is as follows: Let G = (V, E) be a graph representing nodes from V. connected by edges in E. The graph is to be partitioned into disjoint subsets of nodes so that the sum of the weights on inter subset edges is minimized, while ensuring that the sum of node weights in a subset is at most M.





�





Figure 1. Nodes and high capacity routes.
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Table 3. Link Parameters and Mobility Measures from Simulation (U: Unidirectional, B:


Bi-directional)





IP/X.25 GTP


TCP/UDP IP


MPLS Layer L2





�





�









