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INTRODUCTION

1.1 OBJECTIVE

Ad Hoc Networks represent complex distributed systems that comprise wireless mobile nodes that can freely and dynamically self-organize into arbitrary and temporary, ‘‘ad-hoc’’ network topologies, allowing people and devices to seamlessly inter-network in areas with no pre-existing communication infrastructure, e.g., disaster recovery environments. Here a brief overview of what is Ad Hoc Networks and how they work is provided. Then a look at the advantages of Ad Hoc Networks and also the issues faced by Ad Hoc Networks is provided. The last part of this paper is dedicated to identifying the areas of improvement in the field of Ad Hoc Networks.
1.2 OVERVIEW 

Ad Hoc Networks is defined as a collection of mobile hosts forming a temporary network without the aid of any centralized administration or standard support services. In Latin, ad hoc literally means "for this," further meaning "for this purpose only," and thus usually temporary. Ad hoc networks represent complex distributed systems that comprise wireless mobile nodes that can freely and dynamically self-organize into arbitrary and temporary, ‘‘ad-hoc’’ network topologies, allowing people and devices to seamlessly inter-network in areas with no pre-existing communication infrastructure. The concept of Ad Hoc Networking has been around for nearly 20 years but has received renewed interest in the last 18 to 24 months. 

In Ad Hoc Networks the individual mobile hosts (nodes) act at the same time as both the router and the host. 
1.3 DESCRIPTION

An ad-hoc (or "spontaneous") network is a local area network or any other small network, especially one with wireless or temporary plug-in connections, in which some of the network devices are part of the network only for the duration of a communication session, whereas in the case of mobile or portable devices it is part of the network when in some close proximity to the rest of the network. In Latin, ad hoc literally means "for this," further meaning "for this purpose only," and thus usually temporary. Ad Hoc Networks are future alternative to the current trend of connections among wireless devices via fixed infrastructure-based service. 
Figure 1.1 below shows the wireless ad hoc network. They do not have fixed infrastructures. Have a dynamic, multi hop and constantly changing topology.
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Fig 1.1 Ad Hoc Networks
CHAPTER 2
HOW AD HOC NETWORKS WORK?

2.1 WORKING OF MANETs

Ad Hoc Networks are useful in areas that have no fixed infrastructure and hence need alternative ways to deliver services. Ad Hoc Networks work by having mobile devices connect to each other in the transmission range through automatic configuration, i.e., setting up an ad hoc network that is very flexible. In other words there is no intervention of any controller that goes ahead and gathers data from all nodes and organizes it. All data gathering and cross-node data transfer is taken care of by the nodes themselves.

Ad Hoc Networks are a major goal towards the evolution of 4G (Fourth generation) devices. In the nodes of the Ad Hoc Networks, computing power and network connectivity are embedded in virtually every device to bring computation to users, no matter where they are, or under what circumstances they work. These devices personalize themselves to find the information or software they need. The strife is to make use of all technologies available without making any major change to the user’s behavior. There is also work going on to make the seamless integration of various networks possible, i.e., integration of LAN, WAN, PAN and Ad Hoc Networks. But there is still a lot of work to be done to make this completely possible. Node mobility in an ad hoc network causes frequent changes of the network topology.
Spread Spectrum Techniques are used in the implementation of Ad Hoc Networks because spread spectrum helps to reduce interference from other sources. Also it helps in bandwidth reuse. The boundaries of Ad Hoc Networks are not absolute and hence it is possible that when certain nodes stray into the area of influence of certain transmitters these may get affected by their signals.
 The use of Spread Spectrum (SS) makes sure that this does not happen as the spreading code and the de-spreading code should ideally be the same. This same technique provides the method for frequency reuse.

Figure 2.1 shows such an example: initially, nodes A and D have a direct link between them. When D moves out of A’s radio range, the link is broken. However, the network is still connected, because A can reach D through C, E, and F.
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Fig 2.1: Topology change in Ad Hoc network
Nodes A,B,C,D,E and F constitute a mobile Ad Hoc network. The circle represents the radio range of node A. The network initially has its topology in (a) as shown in the figure 2.1. When node D moves out of the radio range of node A, the topology changes to as shown in (b) in figure 2.1.

2.2 DIFFERENCES BETWEEN CELLULAR NETWORKS AND AD HOC NETWORKS

	Cellular network
	Ad Hoc Network

	Fixed, pre-located cell sites and base stations.
	No fixed base stations, very rapid deployment.

	Static backbone network topology.
	Highly dynamic network topologies with multi-hop.

	Relatively benign environment and stable connectivity.
	Hostile environment (losses, noise) and sporadic connectivity.

	Detailed planning before base stations can be installed.
	Ad hoc network automatically forms and adapts to changes.


Table 2.1: differentiating Ad hoc networks with respect to cellular networks.

2.3 PHYSICAL LAYER IN AD HOC NETWORKS 

· Data rates: 

· 1 Mbps, 2 Mbps

· Transmission bands

· Transmission in license-fee 2.4 GHz band (in US, Europe 2.4000-2.4835 GHz) and in 5 GHz band

· Use of “spread spectrum” technique for 1 Mbps or 2 Mbps

· DSSS (direct sequence spread spectrum)

· FHSS (frequency hopping spread spectrum)
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LITERATURE SURVEY

3.1 ADVANTAGES OF AD HOC NETWORKS

The major advantage of the Ad Hoc Networks is that it does not need any base station as is required in regular mobile networks. They can form a network in any place as required immediately which make them indispensable in battlefield and disaster relief situations. They are useful in areas that have no fixed network for internet coverage. Here they can be used to provide coverage. They can be used in areas where the available network has been destroyed.
3.2 ISSUES FACED BY AD HOC NETWORKS

Security is a very major concern in the development of Ad Hoc Networks. The boundaries of the network are not well defined and hence it is possible for any node to go out of the network. It is also possible for an Ad Hoc Network having a large number of nodes to split into two networks. It is less reliable than wired media due to the inherent problem faced by any wireless network. 

Due to the formation of Ad Hoc Networks by various devices that need not be having the same capacity it is possible that each device may have different capacity, functionality and protocols. Hence it is necessary to find a solution where all there varied devices can operate together. They also have asymmetric propagation metrics. Capacity constraints faced by these networks in the form of transmission range, wireless bandwidth is another concern. 
This is taken care of to an extent by the use of Spread Spectrum techniques.Errors and breakdown could also happen in these networks and it is imperative to have a solution or a backup plan for these exigencies. Ad Hoc Networks also face a problem called the Hidden-terminal and exposed-terminal phenomena. 
In Hidden terminal situation as shown in figure 3.1, A and C are outside the transmission range of each other and cannot detect each others transmissions, but B is in the transmission range of both. As shown below a collision may occur, for example, when the station A and station C start transmitting towards the same receiver, station B. This should be avoided.
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Fig 3.1: Hidden Terminal Situation
In Exposed terminal situation as shown in figure 3.2, A transmission range covers B and C. Hence when A transmits to B, C thinks that it cannot transmit when actually it could transmit to D. This is a waste of resource which should also be avoided.
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Fig 3.2: Exposed station Problem
Route changes will occur due to router mobility, i.e., as the node themselves act as routers and certain nodes can leave the network in between. 

Energy consumption and saving is a major are of interest. Advances in battery technology have not been at par with the development of Ad Hoc technology. Most existing solutions for saving energy in ad hoc networks revolve around the reduction of power used by the device. At the MAC level and above, this is often done by selectively sending the device into a sleep mode, or by using a transmitter with variable output power (and proportionate input power draw) and selecting routes that require many short hops, instead of a few longer hops. Beaconing is used by the nodes to let the other nodes know of its presence. The beaconing interval has to be short enough to let the other nodes know that the node is in the network yet long enough so as to save power.
CHAPTER 4

SECURITY 

4.1 SECURITY ISSUES IN MANETs

Security is the major issue in wireless Ad Hoc Networks and actually ought to receive a complete analysis of it than being presented as a part of the study on Ad Hoc Networks. The use of wireless links renders an ad hoc network susceptible to link attacks ranging from denial of service, passive eavesdropping to active impersonation, message replay, and message distortion. Eavesdropping might give an adversary access to secret information, violating confidentiality. Active attacks might allow the adversary to delete messages, to inject erroneous messages, to modify messages, and to impersonate a node, thus violating availability, integrity, authentication, and non-repudiation.
Nodes, roaming in a hostile environment (e.g., a battlefield) with relatively poor physical protection, have non-negligible probability of being compromised. Therefore, we should not only consider malicious attacks from outside a network, but also take into account the attacks launched from within the network by compromised nodes. Therefore, to achieve high survivability, ad hoc networks should have a distributed architecture with no central entities. Introducing any central entity into our security solution could lead to significant vulnerability; that is, if this centralized entity is compromised, then the entire network is subverted.
An ad hoc network is dynamic because of frequent changes in both its topology and its membership (i.e., nodes frequently join and leave the network). Trust relationship among nodes also changes, for example, when certain nodes are detected as being compromised. 

Unlike other wireless mobile networks, such as mobile IP, nodes in an ad hoc network may dynamically become affiliated with administrative domains. Any security solution with a static configuration would not suffice. It is desirable for our security mechanisms to adapt on-the-fly to these changes. 
Finally, an ad hoc network may consist of hundreds or even thousands of nodes. Security mechanisms should be scalable to handle such a large network.

The denial of a service can be caused by such legitimate ways as a radio jamming or battery exhaustion. An attacker can cause a radio jamming by jamming a wider frequency band and in that way using more power. The latter can be of real threat, because once a battery runs out the attacker can walk away and leave the victim disabled. This kind of technique is called the sleep deprivation torture attack. Symmetric key cryptography is used to provide authenticity and integrity. Integrity means that no node has been maliciously changed. The devices themselves should be able to detect security breaches and plug them. 

4.2 SECURE ROUTING IN AD HOC NETWORKS
4.2.1 PROBLEMS ASSOCIATED WITH AD-HOC ROUTING

4.2.1.1 INFRASTRUCTURE
     
An Ad-hoc network is an infrastructure less network.  Unlike traditional networks there is no pre-deployed infrastructure such as centrally administered routers or strict policy for supporting end-to-end routing.  The nodes themselves are responsible for routing packets.  Each node relies on the other nodes to route packets for them.  Mobile nodes in direct radio range of one another can communicate directly, but nodes that are too far apart to communicate directly must depend on the intermediate nodes to route messages for them.
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Fig 4.1 Routing in Ad-hoc networks

        Fig 4.2 Routing in traditional networks using
4.2.1.2 FREQUENT CHANGES IN NETWORK TOPOLOGY
     Ad-hoc networks contain nodes that may frequently change their locations.  Hence the topology in these networks is highly dynamic.  This results in frequently changing neighbors on whom a node relies for routing.  As a result traditional routing protocols can no longer be used in such an environment.  This mandates new routing protocols that can handle the dynamic topology by facilitating fresh route discoveries.

4.2.1.3 PROBLEMS ASSOCIATED WITH WIRELESS COMMUNICATION
     As the communication is through wireless medium, it is possible for any intruder to tap the communication easily. Wireless channels offer poor protection and routing related control messages can be tampered.  The wireless medium is susceptible to signal interference, jamming, eavesdropping and distortion.  An intruder can easily eavesdrop to know sensitive routing information or jam the signals to prevent propagation of routing information or worse interrupt messages and distort them to manipulate routes.  Routing protocols should be well adopted to handle such problems.

4.2.1.4 PROBLEMS WITH EXISTING AD-HOC ROUTING PROTOCOLS
Implicit Trust Relationship Between Neighbors
Current Ad-hoc routing protocols inherently trust all participants.  Most Ad-hoc routing protocols are cooperative by nature and depend on neighboring nodes to route packets.  This naive trust model allows malicious nodes to paralyze an Ad-hoc network by inserting erroneous routing updates, replaying old messages, changing routing updates or advertising incorrect routing information.  While these attacks are possible in fixed network as well, the Ad-hoc environment magnifies this makes detection difficult.

Throughput 
Ad-hoc networks maximize total network throughput by using all available nodes for routing and forwarding.  However a node may misbehave by agreeing to forward packets and then failing to do so, because it is overloaded, selfish, malicious or broken. Misbehaving nodes can be a significant problem.  Although the average loss in throughput due to misbehaving nodes is not too high, in the worst case it is very high.
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Fig 4.3: routing between nodes
Attacks Using Modification Of Protocol Fields Of Messages
Current routing protocols assume that nodes do not alter the protocol fields of messages passed among nodes. Routing protocol packets carry important control information that governs the behavior of data transmission in Ad-hoc networks.  Since the level of trust in a traditional Ad-hoc network cannot be measured or enforced, enemy nodes or compromised nodes may participate directly in the route discovery and may intercept and filter routing protocol packets to disrupt communication.  Malicious nodes can easily cause redirection of network traffic and DOS attacks by simply altering these fields.
For example, in the network illustrated in Figure 4.3, a malicious node M could keep traffic from reaching X by consistently advertising to B a shorter route to X than the route to X, which C is advertising.
The attacks can be classified as remote redirection attacks and denial of service attacks. Let us look at them now.

(A) Remote Redirection With Modified Route Sequence Number (AODV) 
Remote redirection attacks are also called black hole attacks. In the attacks, a malicious node uses routing protocol to advertise itself as the shortest path to nodes whose packets it wants to intercept. Protocols such as AODV instantiate and maintain routes by assigning monotonically increasing sequence numbers to routes towards a specific destination. In AODV, any node may divert traffic through itself by advertising a route to a node with a destination sequence number greater than the authentic value. 

 Figure 4.3 illustrates an example ad hoc network. Suppose a malicious node, M, receives the RREQ that originated from S for destination X after it is re-broadcast by B during route discovery. M redirects traffic towards itself by unicasting to B a RREP containing a significantly higher destination sequence num for X than the authentic value last advertised by X.

(b) Redirection with modified hop count (AODV) 

A redirection attack is also possible in certain protocols, such as AODV, by modification of the hop count field in route discovery messages. When routing decisions cannot be made by other metrics, AODV uses the hop count field to determine a shortest path. In AODV, malicious nodes can attract route towards themselves by resetting the hop count field of the RREP to zero. Similarly, by setting the hop count field of the RREP to infinity, routes will tend to be created that do not include the malicious node.

 Once the malicious node has been able to insert itself between two communicating nodes it is able to do anything with the packets passing between them. It can choose to drop packets to perform a denial of service attack, or alternatively use its place on the route as a first step in man-in-the-middle attack.

(C) Denial Of Service With Modified Source Routes 
     DSR is a routing protocol, which explicitly states routes in data packets. These routes lack any integrity checks and a simple denial-of-service attack can be launched in DSR by altering the source routes in packet headers. 

     Modification to source routes in DSR may also include the introduction of loops in the specified path. Although DSR prevents looping during the route discovery process, there are insufficient safeguards to prevent the insertion of loops into a source route after a route has been salvaged.

4.2.2 SOLUTIONS TO PROBLEMS IN AD-HOC-ROUTING

4.2.2.1 USING PRE-DEPLOYED SECURITY INFRASTRUCTURE 

Here we assume existence of certain amount of security infrastructure. The type of Ad-hoc environment that we are dealing with here is called managed-open environment.

Assumptions
  A managed-open environment assumes that there is opportunity for pre-deployment. Nodes wishing to communicate can exchange initialization parameters before hand, perhaps within the security of an infrastructured network where session keys may be exchanged or through a trusted third party like a certification authority.

4.2.2.2 CONCEALING NETWORK TOPOLOGY OR STRUCTURE
1) Using Independent Security Agents (Sa)
     This method is called the Non-disclosure method (NDM). In NDM a number of independent security agents (SA) are distributed over the network. Each of these agents SAi owns a pair of asymmetric cryptographic keys KSAi  and KSAi-. Sender s wishes to transmit a message M to receiver R without disclosing his location. S sends the message 
using a number of SAs: SA1 ( SA2 ( …(SAN ( R. The message is encapsulated N times using the public keys KSA1…KSAn  as follows.

     M’ = KSA1(SA2, (KSA2  (SA3 (…(KSAN(R, M))…))))

     To deliver the packet, S sends it to the first security agent SA1 which decrypts the outer most encapsulation and forwards the packet to the next agent. Each SA knows only the address of the previous and the next hop. The last agent finally decrypts the message and forwards it to R. It introduces a large amount of overhead and hence is not preferred for routing.

2) Zone Routing Protocol (Zrp) 
     It is a hierarchical protocol where the network is divided in to zones. The zones operate independently from each other. ZRP involves two separate routing protocols.

Such a hierarchical routing structure is favorable with respect to security since a well designed algorithm should be able to contain certain problems to small portion of the hierarchy leaving other portions unaffected.

     ZRP has some features that appear to make it somewhat less susceptible to routing attacks. Its hierarchical organization hides some of the routing information within the zones. ZRP provides some form of security against disclosing network topology by dividing routing into zones, which conceal the internal organization.

4.2.2.3 INSTALLING EXTRA FACILITIES IN THE NETWORK TO MITIGATE ROUTING MISBEHAVIOR
Misbehaving nodes can reduce network throughput and result in poor robustness. Sergio Marti Et al propose a technique to identify and isolate such nodes by installing a watchdog and a path rater in the Ad-hoc network on each node.
Assumptions
  It is assumed that the wireless links are bi-directional. Most MAC layer protocols require this. It also assumes support for promiscuous mode of operation for the nodes. This helps the nodes supervise each other operation. The third assumption is that the underlying Ad-hoc routing protocol is DSR. It is possible to extend the mechanism to other routing protocols as well.

Mechanism
The watchdog identifies misbehaving nodes, while the path rater avoids routing packets through these nodes. When a node forwards a packet, the node’s watchdog verifies that the next node in the path also forwards the packet. The watchdog does this by listening promiscuously to the next node’s transmissions. If the next node does not forward the packet, then it is misbehaving. The path rater uses this knowledge of misbehaving nodes to choose the network path that is most likely to deliver packets. 

Watchdog
The watchdog method detects misbehaving nodes. Figure 4.4 illustrates how the watchdog works. Node A cannot transmit all the way to node C, but it can listen in on node B’s traffic. Thus, when A transmits a packet for B to forward to C, A can often tell if B transmits the packet.
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Fig 4.4: Operation of Watchdog
If encryption is not performed separately for each link, which can be expensive, then A can also tell if B has tampered with the payload or the header.

We implement the watchdog by maintaining a buffer of recently sent packets and comparing each overheard packet with the packet in the buffer to see if there is a match.
If so, the packet in the buffer is removed and forgotten by the watchdog, since it has been forwarded on. If the packet has remained in the buffer for longer than a certain timeout, the watchdog increments a failure tally for the node responsible for forwarding on the packet. If the tally exceeds a certain threshold bandwidth, it determines that the node is misbehaving and sends a message to the source notifying it of the misbehaving node.
Advantages
The watchdog mechanism can detect misbehaving nodes at forwarding level and not just the link level.

Weakness 
It might not detect misbehaving nodes in presence of 1) ambiguous collusions 2) receiver collusions 3) limited transmission power 4) false misbehavior 5) collision 6) partial dropping.

Analysis Of Watchdog's Weaknesses
1) Ambiguous Collision
 The ambiguous collision problem prevents A from overhearing transmissions from B. As figure 4.5 illustrates, a packet collision occur at A while it is listening for B to forward on a packet. A does not   know if the collision was caused by forwarding on a packet as it should or if B never forwarded the packet and the collision was caused by other nodes in A’s neighborhood. Because of this uncertainty, A should instead continue to watch B over a period of time.
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Fig 4.5: Ambiguous Collision
2) Receiver Collision
In the receiver collision problem, node A can only tell whether B sends the packet to C, but it cannot tell if C receives it. If a collision occurs at C when B first forwards the packet, A only sees B forwarding the packet and assumes that C successfully receives it. Thus, B could skip retransmitting the packet and evade detection. Figure 4.6
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Fig 4.6: Receiver Collision
3) False Misbehavior
  
False misbehavior can occur when nodes falsely report other nodes as misbehaving. A malicious node could attempt to partition the network by claiming that some nodes following it in the pat h are misbehaving. For instance, node A could report that node B is not forwarding packets when in fact it is. This will cause S to mark B as misbehaving when A is the culprit. This behavior, however, will be detected. Since A is passing messages onto B (as verified by S), then any acknowledgements from D to S will go through A to S, and S will wonder why it receives replies from D when supposedly B dropped packets in the forward direction. In addition, if A drops acknowledgements to hide them from S, the node B will detect this misbehavior and will report it to D.

4) Limited Transmission Power
Another problem is that a misbehaving node that can control its transmission power can circumvent the watchdog. A node could limit its transmission power such that the signal is strong enough to be overheard by the previous node but too weak to be received by the true recipient.

5) Multiple Colluding Nodes
Multiple nodes in collusion can mount a more sophisticated attack. For example, B and C from figure3.4 could collude to cause mischief. In this case, B forwards a packet to C but does not report to A when C drops the packet. Because of its limitation, it may be necessary to disallow two consecutive untrusted nodes in a routing path.

6) Partial Dropping
     A node can circumvent the watchdog by dropping packets at a lower rate than the watchdog’s configured minimum misbehavior threshold. Although the watchdog will not detect this node as misbehaving, this node is forced to forward at the threshold bandwidth. In this way the watchdog serves to enforce this minimum bandwidth. For the watchdog to work properly it must know where a packet should be in two hops.
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APPLICATIONS OF AD HOC NETWORKS
· Personal area networking

· cell phone, laptop, ear phone, wrist watch

·  Military environments

· soldiers, tanks, planes

·  Civilian environments

· taxi cab network

· meeting rooms

· sports stadiums

· boats, small aircraft

·  Emergency operations

· searchandrescue

· policing and fire fighting
· Collaborative computing

· Communications within buildings, organizations, ad hoc conferences

· Communications in battlefields and disaster recovery areas

· Sensor networks
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FURTHER STUDIES
6.1 FUTURE SCOPE

There are a few areas that need to be given particular focus for improvement in Ad Hoc Networks. 

Scalability: Currently the size of Ad Hoc Networks are small and work needs to be done to identify to what size can these networks grow and further try to increase the size of these networks to what is that of the Internet today. 

Quality Of Service:  A quality of service is defined for the network with no losses and attempts should be made achieve that. QoS parameters will involve bandwidth considerations and savings of bandwidth will be implemented. Also finding the shortest path so as to save power in the devices as the source of power is very limited. Care should be taken so as to have no collision losses. 

Power Control:  Reducing power to the communications interface and entering sleep state are ways of extending battery life of mobile units. But these techniques make communication difficult. Hence some efficient technique should be developed to make this viable. Research should also focus on getting battery technology growth on par with Ad Hoc Network Technology growth.

Security:  Security needs to be very widely investigated as they are imperative. Wireless networks are as such insecure and particularly so with Ad Hoc Networks. Implementations of current cryptography techniques are not good enough and also difficult. 

Location Access: User location could be incorporated into routing. 
6.2 SUGGESTIONS FOR FURTHER STUDIES

There are a few topics that I would have liked to study further. Here I have dealt basically with an overview of Ad Hoc Networks. I would have loved to do a detailed analysis of this topic, specifically the under-mentioned topics. 

· I would like to look at the network layer working and the network layer issues faces in Ad Hoc Networks. Also packet switching in Ad Hoc Networks.

· Ad Hoc networks use broadcasting. I have not dealt extensively on broadcasting and the issues that are faced in this topic. This would be a topic for further study. 

·  Channel propagation properties are also another topic that I have to do further study on.  In particular the multi-hop routing. 

· A study of the enabling technologies like Body Area Network, Personal Area Network, and Local Area Network would be prudent and the physical layer characteristics.

· MAC and networking protocols would be a very useful study topic.

I will continue with my study on this very interesting topic to cover the above mentioned areas that I haven’t covered in my report and my presentation.

CONCLUSION

Ad Hoc Networks is an area that is being widely researched these days and is a very fast growing area. Much work still is left to be done in this field for it to be commercially viable. It is the technology that is providing the stepping blocks to the evolution of 4G. Power Control is a major area of improvement and also they need to be made more secure. Ad Hoc Networks have started to be implemented in the field today in battlefields and also in disaster struck areas. As time goes by we can see more applications of Ad Hoc Networks.
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