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Abstract: This paper present a recognition system for hand written character using artificial neural networks. We use Kohonen Self Organization Map for pattern classification and recognition which employs unsupervised learning algorithm. The out come of this paper shows very encouraging performance for hand written character recognition.

Introduction: Character recognition is the process to classify the input character according to the predefine character class. With increasing the interest of computer applications, modern society needs the handwritten text into computer readable form. This research is a simple approach to implement that dream as the initial step to convert the handwritten text into computer readable form. Some research for hand written characters are already done by researchers with artificial neural networks. In this paper we use Kohonen Self Organization map. A net work, by its self organizing properties, is able to infer relationships and learn more as more inputs are presented to it. One advantage to this scheme is that we can expect the system the change with changing condition and inputs. The system consistently learns. Moreover the recognition ratio is excellent in the proposed system. According to the nature of the pattern to be recognized, recognition may be divided into two major types: the recognition of concrete items and recognition of abstract items. . However in many applications, it should be more beneficial if the network is trained form its own classification of the training data. To do this two basic assumptions about the network are made. The first is that class membership is broadly define as input patterns that share common features, the other is that the network will be able to identify common features across the range of input patterns. Kohonen’s self-organizing map is one such network that works upon this assumption, and use unsupervised learning to modify the internal state of the networks to model the features found in the training data.
The system overview: The overall method of the implemented system is illustrated in figure-1







Figure-1: Overall model of implemented System
Input Image: The input to the recognition system is acquired by scanning a plain paper containing character either handwritten or printed. The scanned paper is then saved as an image file (.BMP). Ignoring the concept of colored paper or character, the black part of the image is considered as the character and the white part is considered as the paper.

Feature Extraction and Preprocessing: Feature extraction is the process of extracting essential information contain from the image segment containing a character. It plays a vital role in the whole recognition process. This effectively reduces the number of computation and hence reduce the learning time in the training session of the neural network and faster the recognition process. In this section each handwritten character is converted to a real valued vector form of 0s and 1s that characterizes the essential information contain of the input pattern. The 0s corresponds to white pixels while 1s is corresponds to black pixels. To achieve this an M×N image is reduce to a (M/R1)×(N/R2) (here 16×16) size image with the reduction factor R1 across height and R2 across width. The cell value of the reduce picture is calculated using R1×R2 window and calculating the number of black pixels within each window. If the number of black pixels is more than or equal to 50% of the total number of pixels in that window, the cell value is considered as 1 otherwise the cell value is considered as 0. the algorithm for this conversion is presented in algorithm-1 [13]
1. for I =1 to M/R1
2.     for j =  1 to N/R2
3.         BEGIN

4.              BlackPixelCount = 0.0
5.              for k= (I-1)* R1 to I*R1
6.                   for L= (j-1)*R2 to j*R2
7.                       BEGIN

8.                            if (ReadPixel(k,L)= BlackPixel) then
9.                                BlackPixelCount= BlackPxilCount+1
10.                        END

11.                          if (BlackPixelCount / (R1*R2)>=0.5) then 
12.                              FeatureMat (I,j) = 1

13.                           else

14.                               FeatureMat(I,j)= 0

15.              END

Algorithm-1: Algorithm for converting an M×N image to M/R1×N/R2 image.
Learning and Recognition (using Kohonen Self Organization Map): The Kohenen network has two layers, an input layer and a Kohonen out layer. The input layer is a size determined by the user and much match the size of each row (pattern) in the input data file. A typical kohonen network is illustrated in figure-2. A kohonen feature map may be used by it self or as a layer of another neural network. A kohonen layer is composed of neurons that compete with each other. The kohonen SOM use winner take all strategy. Inputs are feed into each of the neurons in the kohonen layer (from the input layer). Each neuron determines its out put according to a weighted sum formula: Output = ∑ wij xj   The weights and the inputs are usually normalized which mean that the magnitude of the weight and input vectors are set equal to one. The neuron with the largest output is winner. The neuron has a final output of 1. All other neurons in the layer have an output of zero. Different input patterns end up with firing different wining neurons. Similar or identical input patterns classify to the same output neuron. Only winning neurons and their neighbors participate in learning for a given input pattern.


[image: image1]
Figure-2: A Kohonen Network
Training Law for The Kohonen Map: The training law for the kohonen feature map is straightforward. The change in the weight vector for a given output neuron is a gain constant, alpha, multiplied by the difference between the input vector and the old weight vector:
Wnew=Wold+alpha*(Input-Wold)
Both the old weight vector and the input vector are normalized to unit length. Alpha is a gain constant between 0 and 1. Let us consider the case of a two dimensional input vector, the effect of the training law is try to align the weight vector and the input vector. Each patterns to nudge the weight vector closer by a fraction determined by alpha. It is not necessarily ideal to have perfect alignment of the input and weight vectors. We use neural networks for their ability to recognize patterns, but also to generalize the input data sets. By aligning all input vectors to the corresponding winner weight vectors we essentially memorizing the input data set classes. It may be more desirable to come close, so that noisy or incomplete inputs may still trigger the correct classification.
Algorithm: 
Initialize network

   For each node I set the initial weight vector Wi (0) to be random.

   Set the initial neighborhood Ni (0) to be large.

Present input

Present X(t), the input pattern vector at time t (0<t≤n) (where n is the number of iterations             defined by the user) to all nodes in the network simultaneously. X may be chosen at random or cyclically from the training data set.
Calculating winning node
   Calculating winning node c based on the maximum activation among all p neurons participating  
    In a competition  C= max∑Wij Xi
So the neuron with the largest activation is the winner. The neuron has the final output of 1 or this is the firing neuron. All other neurons in the layer have an output of zero.
Update weights
    Update weights for C and nodes within neighborhood Ne(t)


Wi(t+1) =   Wi(t)+α(t)[X(t)-Wi(t)]         if i€ Ne(t)


       Wi (t)                                   if i€ Ne(t)

The term α(t) is a gain tern or learning rate (0≤α(t)≤1) that decrease in time , so showing the weight adaptation.

Present next input

Decrease α(t) so that α(t+1)<α(t). and also reduce the neighborhood set. Repeat from step 2 choosing a new unique input vector until all iterations have been made.
In the recognition phase, the network receives the input patters (feature matrix of the characters) and produce the desired the outputs corresponding to each input characters. Then comparing these outputs for finding the closest match with previously stored outputs in the training session of the characters. The test character can be determined either as recognized on unrecognized.
Experimental Results: Recognition of handwritten characters has been a considerable interest to researchers working on OCR. The complexity of the problem is greatly increased by noise in data and by an almost infinite variability of hand writing as a result of the writer and the nature of the writing. Figure-3 illustrates the variance in handwriting for 4,∏,H,E,α. 
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Figure-3 variance in handwriting for 4,∏,H,E,α.
In this research, the excremental patterns are taken from handwritten form of characters. The network is trained with 20 distinguished set of characters. Characters sets are taken from handwritten forms collected over 10 distinguished persons. The system is tested over 300 individual characters collected from handwritten forms. The overall recognition accuracy of the system is found 95% for fair handwritten with disconnected character. The noisy input and overlapping of characters may reduce the recognition ratio.
 The result of recognition ratio is illustrated in table-1.
	No. of sample

 Per Character
	Correctly

Recognize
	Unrecognized

	         10
	     96%
	      4%

	          5
	      94%
	      6%


Table-1: the Result of Recognition

Conclusion:
This research develops a generalized recognition system for hand written character. The performance of the research is 95%. Some time human can’t recognize their own handwritings. And the handwritten character varies from man to man and depends on many factors i.e. emotion, pen pressure, and environment. This is why, it is too difficult to get accurate efficiency. Though it is problematic if a man follows standard writing rules, the filtering and feature extraction is done more accurately, and then it is possible to recognize the handwritten text into computer readable form.
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