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Background 
The name Ethernet came from the combination of words Ether and Net. Ether, meaning “light-     bearing”, stands for the use of light as a means of data carrying medium. Net is an abbreviation   for network, the community of link computers. Ethernet was the reason LAN (Local Area Network) came to be, because it materialized the possibility of computers being interconnected with each other.
The term Ethernet refers to the family of local-area network (LAN) products covered by the IEEE 802.3 standard that defines what is commonly known as the CSMA/CD protocol. It defines a number of wiring and signaling standards for the Physical Layer of the standard networking model as well as a common addressing format and a variety of Media Access Control procedures at the lower part of the Data Link Layer defines what is commonly known as the CSMA/CD protocol.
A Brief History
	In the early 1960's large mainframes dominated the computer industry. It wasn't until the late 1960s and early 1970s, when local area network (LAN) technology development began. A shift away from mainframes to a more decentralized approach seemed more feasible. Instead of upgrading the mainframe, why not distribute the processing power to individual users? The major hurdle that this generated was how to link all the distributed computers.
It became apparent immediately that there was a need for a communications network. Since there were no standards for local area networks in the 1970s, it was practically impossible to use equipment from different vendors when designing a LAN. Administrators and users saw that compatibility was a major problem. It was imperative to create an Open System. In other words, create a decentralized, distributed, multivendor approach to data processing and networking.
The first Ethernet specification was published in September 1980, by Digital, Intel, and Xerox. The specification was known as DIX, short for Digital, Intel, and Xerox. In 1982, the Institute of Electrical and Electronic Engineers (IEEE) formed a committee responsible for designing new local area network standards. The committee was called Project 802. A subcommittee, 802.3, was formed from the original one which was responsible for the international standard for Ethernet. The International Standards Organization (ISO) reviewed the standard and adopted it in 1985. Ethernet became the preferred method for connecting LANs and is still recognized today as the dominant leader.


	 


Goals of Ethernet
1. Understand the required and optional MAC frame formats, their purposes, and their compatibility requirements. 
1. List the various Ethernet physical layers, signaling procedures, and link media requirements/limitations. 
1. Describe the trade-offs associated with implementing or upgrading Ethernet LANs—choosing data rates, operational modes, and network equipment. 
Evolution
Ethernet evolved to include higher bandwidth, improved media access control methods, and different physical media. The coaxial cable was replaced with point-to-point links connected by Ethernet repeaters or switches to reduce installation costs, increase reliability, and improve management and troubleshooting. Many variants of Ethernet remain in common use.
Ethernet stations communicate by sending each other data packets: blocks of data individually sent and delivered. As with other LANs, each Ethernet station is given a 48-bit MAC address. The MAC addresses are used to specify both the destination and the source of each data packet. Ethernet establishes link level connections, which can be defined using both the destination and sources addresses. On reception of a transmission, the receiver uses the destination address to determine whether the transmission is relevant to the station or should be ignored. Network interfaces normally do not accept packets addressed to other Ethernet stations. Adapters come programmed with a globally unique address. An Ethertype field in each frame is used by the operating system on the receiving station to select the appropriate protocol module (i.e. the Internet protocol module). Ethernet frames are said to be self-identifying, because of the frame type. Self-identifying frames make it possible to intermix multiple protocols on the same physical network and allow a single computer to use multiple protocols together. Despite the significant changes in Ethernet, all generations of Ethernet (excluding early experimental versions) use the same frame formats (and hence the same interface for higher layers), and can be readily interconnected through bridging. Due to the ubiquity of Ethernet, the ever-decreasing cost of the hardware needed to support it, and the reduced panel space needed by twisted pair Ethernet, most manufacturers now build Ethernet interfaces directly into PC motherboards, eliminating the need for installation of a separate network card. 
Shared media
A 1990s network interface card supporting both coaxial cable-based 10BASE2 (BNC connector, left) and twisted pair-based 10BASE-T (8P8C connector, right)
Ethernet was originally based on the idea of computers communicating over a shared coaxial cable acting as a broadcast transmission medium. The methods used were similar to those used in radio systems, with the common cable providing the communication channel likened to the Luminiferous aether in 19th century physics, and it was from this reference that the name "Ethernet" was derived. 
Original Ethernet's shared coaxial cable (the shared medium) traversed a building or campus to every attached machine. A scheme known as carrier sense multiple access with collision detection (CSMA/CD) governed the way the computers shared the channel. This scheme was simpler than the competing token ring or token bus technologies. Computers were connected to an Attachment Unit Interface (AUI) transceiver, which was in turn connected to the cable (later with thin Ethernet the transceiver was integrated into the network adapter). While a simple passive wire was highly reliable for small networks, it was not reliable for large extended networks, where damage to the wire in a single place, or a single bad connector, could make the whole Ethernet segment unusable. Since all communications happen on the same wire, any information sent by one computer is received by all, even if that information is intended for just one destination. The network interface card interrupts the CPU only when applicable packets are received: The card ignores information not addressed to it. Use of a single cable also means that the bandwidth is shared, so that network traffic can be very slow when many stations are simultaneously active.
Collisions reduce throughput by their very nature. In the worst case, when there are lots of hosts with long cables that attempt to transmit many short frames, excessive collisions can reduce throughput dramatically. However, a Xerox report in 1980 summarized the results of having 20 fast nodes attempting to transmit packets of various sizes as quickly as possible on the same Ethernet segment. The results showed that, even for the smallest Ethernet frames (64 bytes), 90% throughput on the LAN was the norm. This is in comparison with token passing LANs (token ring, token bus), all of which suffer throughput degradation as each new node comes into the LAN, due to token waits. This report was controversial, as modeling showed that collision-based networks became unstable under loads as low as 40% of nominal capacity. Many early researchers failed to understand the subtleties of the CSMA/CD protocol and how important it was to get the details right, and were really modeling somewhat different networks (usually not as good as real Ethernet). 
Repeaters and hubs
For signal degradation and timing reasons, coaxial Ethernet segments had a restricted size. Somewhat larger networks could be built by using an Ethernet repeater. Early repeaters had only 2 ports, but they gave way to 4, 6, 8, and more ports as the advantages of cabling in a star network were recognized. Early experiments with star topologies (called "Fibernet") using optical fiber were published by 1978.
Ethernet on unshielded twisted-pair cables (UTP) began with StarLAN at 1 Mbit/s in the mid-1980s. SynOptics introduced the first twisted-pair Ethernet at 10 Mbit/s in a star-wired cabling topology with a central hub, later called LattisNet. These evolved into 10BASE-T, which was designed for point-to-point links only, and all termination was built into the device. This changed repeaters from a specialist device used at the center of large networks to a device that every twisted pair-based network with more than two machines had to use. The tree structure that resulted from this made Ethernet networks easier to maintain by preventing most faults with one peer or its associated cable from affecting other devices on the network.
Despite the physical star topology, repeater based Ethernet networks still use half-duplex and CSMA/CD, with only minimal activity by the repeater, primarily the Collision Enforcement signal, in dealing with packet collisions. Every packet is sent to every port on the repeater, so bandwidth and security problems are not addressed. The total throughput of the repeater is limited to that of a single link, and all links must operate at the same speed.
Bridging and switching
While repeaters could isolate some aspects of Ethernet segments, such as cable breakages, they still forwarded all traffic to all Ethernet devices. This created practical limits on how many machines could communicate on an Ethernet network. The entire network was one collision domain, and all hosts had to be able to detect collisions anywhere on the network. This limited the number of repeaters between the farthest nodes. Segments joined by repeaters had to all operate at the same speed, making phased-in upgrades impossible.
To alleviate these problems, bridging was created to communicate at the data link layer while isolating the physical layer. With bridging, only well-formed Ethernet packets are forwarded from one Ethernet segment to another; collisions and packet errors are isolated. Prior to discovery of network devices on the different segments, Ethernet bridges (and switches) work somewhat like Ethernet repeaters, passing all traffic between segments. However, as the bridge discovers the addresses associated with each port, it forwards network traffic only to the necessary segments, improving overall performance. Broadcast traffic is still forwarded to all network segments. Bridges also overcame the limits on total segments between two hosts and allowed the mixing of speeds, both of which became very important with the introduction of Fast Ethernet.
Early bridges examined each packet one by one using software on a CPU, and some of them were significantly slower than repeaters at forwarding traffic, especially when handling many ports at the same time. This was in part because the entire Ethernet packet would be read into a buffer, the destination address compared with an internal table of known MAC addresses, and a decision made as to whether to drop the packet or forward it to another or all segments.
In 1989, the networking company Kalpana introduced their EtherSwitch, the first Ethernet switch. This worked somewhat differently from an Ethernet bridge, in that only the header of the incoming packet would be examined before it was either dropped or forwarded to another segment. This greatly reduced the forwarding latency and the processing load on the network device. One drawback of this cut-through switching method was that packets that had been corrupted would still be propagated through the network, so a jabbering station could continue to disrupt the entire network. The eventual remedy for this was a return to the original store and forward approach of bridging, where the packet would be read into a buffer on the switch in its entirety, verified against its checksum and then forwarded, but using more powerful application-specific integrated circuits. Hence, the bridging is then done in hardware, allowing packets to be forwarded at full wire speed.
When a twisted pair or fiber link segment is used and neither end is connected to a repeater, full-duplex Ethernet becomes possible over that segment. In full-duplex mode, both devices can transmit and receive to and from each other at the same time, and there is no collision domain. This doubles the aggregate bandwidth of the link and is sometimes advertised as double the link speed (e.g., 200 Mbit/s). The elimination of the collision domain for these connections also means that all the link's bandwidth can be used by the two devices on that segment and that segment length is not limited by the need for correct collision detection.
Since packets are typically delivered only to the port they are intended for, traffic on a switched Ethernet is less public than on shared-medium Ethernet. Despite this, switched Ethernet should still be regarded as an insecure network technology, because it is easy to subvert switched Ethernet systems by means such as ARP spoofing and MAC flooding. 
The bandwidth advantages, the slightly better isolation of devices from each other, the ability to easily mix different speeds of devices and the elimination of the chaining limits inherent in non-switched Ethernet have made switched Ethernet the dominant network technology. 
Advanced networking 
Simple switched Ethernet networks, while a great improvement over repeater-based Ethernet, suffer from single points of failure, attacks that trick switches or hosts into sending data to a machine even if it is not intended for it, scalability and security issues with regards to broadcast radiation and multicast traffic, and bandwidth choke points where a lot of traffic is forced down a single link.
Advanced networking features in switches and routers combat these issues through means including spanning-tree protocol to maintain the active links of the network as a tree while allowing physical loops for redundancy, port security and protection features such as MAC lock down and broadcast radiation filtering, virtual LANs to keep different classes of users separate while using the same physical infrastructure, multilayer switching to route between different classes and link aggregation to add bandwidth to overloaded links and to provide some measure of redundancy.
Networking advances IEEE 802.1aq (SPB) include the use of the link-state routing protocol IS-IS to allow larger networks with shortest path routes between devices.
Working of Ethernet
Ethernet works by linking computers and other devices through cables. One end of these cables is connected to the computer, and the other is to a connector. Connectors come in different forms such as Switches, Hub and Repeaters.
These connectors are classified depending on their performance in terms of data relaying. Ethernet basically works by chain reactions. One computer generates and sends a signal of its desired action. This signal passes through the cables, and then through the connector, then to cables again and finally to their designated receiving computer.
The receptor will also generate another signal to send back to the original sender either simply to confirm or to trigger another action. In simple networks, all linked computers are equal in terms of their allowance. But in more complex and larger networks, there are usually one or two computers that are in control of the interactions of the entire network.


Varieties of Ethernet
Presently, there are different variants of the Ethernet technology that are available. The earliest ones are the 10BASE5 (the very first standard), 10BROAD36 (the first standard that allowed long-distance connections), 10BASE2 (also known as the Cheapernet) and 1BASE5 (said to be a failure but started the following developments in Ethernet technology). The latest standards that were published came from the newer and more improved speed ratings.
The 10 megabit Ethernet was the first to step out of the previous 1Mbit/second rating. Following was the 100 megabit Ethernet or the Fast Ethernet, named accordingly because of its ten times performance efficacy. And then the Gigabit Ethernet was born, priding itself with an even more edgy speed of 1 gigabyte per second data transmission.
The Gigabit Ethernet soon opened doors for the 10 Gigabit Ethernet, the variant that surpassed its already-powerful precedent. And now, versions of 40 Gigabit and 100 Gigabit Ethernet are in the final processes of being made.

Connectors 
Coaxial Cables and BNC Connectors
The first implementations of LANs utilized connections through coaxial cables. A Bayonet Neill-Concelman connector on each end of the cable connected to the network cards in each of the computers in the network. The BNC connector allows computers to communicate with one another by radio frequency signals, using the central core of the coaxial cable. This LAN configuration works for communication speeds up to 10 MB per second.
Cat5, Cat6 and RJ-45 Connectors
Cat5 and Cat6 cables, popular since the 1990s, utilize eight wires to carry computer data from one computer to the rest of the network. The signals carried on the eight wires do not all carry data information: Handshaking signals utilize most of these wires to facilitate communication from one computer to another in the network. The ends of each cable have RJ-45 connectors, which resemble the standard connectors found on telephone lines. The RJ-45 connector differs in that it connects eight wires while a standard telephone connector connects only six wires. Cat5 cables, unshielded, twisted-pair cables, maintain high signal-to-noise features to allow communications over maximum distances of 100 meters at speeds up to 100 MB per second. Cat6 cabling can handle speeds up to 1,000 MB per second.

Fiber Optic Cables and Connectors
The standard for high-speed data communications throughout a network that covers a geographic area larger than 100 meters uses fiber optic cabling, as of late 2010. A fiber optic network transmits data between computers as light pulses. The network card converts electronic-pulse computer signals into light pulses and sends them out a fiber optic cable to the next computer or to the switch or hub for distribution to the recipient. When the signal reaches the recipient, its network card converts the light pulses back into electronic pulses that the recipient computer can process. The push-and-pull ST connector encases the fiber end in a metal housing and aligns it with the mating connector for optical decoding into electronic signals. Depending on the particular type of fiber used and the wavelength of the light source, fiber optic cabling can drive a network that spans three km.

Equipment for Ethernet network
These are the items used to create the Ethernet networks described below
· Ethernet cable - Each device you want to connect to your Ethernet network requires a standard RJ-45 twisted pair cable, sometimes called a patch cable. Here are some illustrations of an RJ-45 Ethernet connector from two views, and a computer's Ethernet port with the Ethernet icon above it. 

· Ethernet hub - This is an appliance that has several Ethernet ports. You connect each device to the hub with an Ethernet cable to form a network. 
[image: http://km.support.apple.com/library/APPLE/APPLECARE_ALLGEOS/HT1433/106654_1.jpg] 
[image: http://km.support.apple.com/library/APPLE/APPLECARE_ALLGEOS/HT1433/106658_1.jpg]
· Crossover cable - This is a special type of Ethernet cable used to connect two devices directly without a hub. 
 
· Router - This device directs traffic on your network, and it often looks similar to the hub in the picture above. It's especially important on a home network, because a router is what allows two or more computers to share the same Internet connection.

Three simple networks
1. Hub network 
In a simple hub network, just connect each device to a hub with an Ethernet cable as shown above. This network may be used for file sharing or printing, for example. The depicted network is not connected to the Internet. 

2. Crossover network - two devices only
In this most simple network, you connect two devices' Ethernet ports with one crossover cable as shown here. This type of network may be used for sharing files, playing network video games, or printing to a printer that has Ethernet, for example. 
[image: http://km.support.apple.com/library/APPLE/APPLECARE_ALLGEOS/HT1433/106658_5.jpg]


3. Router with shared Internet connection
In this network, your Internet service provider allows you one Internet connection that is shared among computers by a router. In the example shown here, the router is an AirPort base station. An Ethernet cable connects a DSL or cable modem to the base station's WAN port. Another Ethernet cable connects the base station's LAN port to a wired computer. Where the illustration shows one wired computer, you could connect a hub to the LAN port to accommodate many wired computers. 
[image: http://km.support.apple.com/library/APPLE/APPLECARE_ALLGEOS/HT1433/106658_3.jpg]



conclusion
Ethernet has survived as the major LAN technology (it is currently used for approximately 85 percent of the world's LAN-connected PCs and workstations) because its protocol has the following characteristics:
· Is easy to understand, implement, manage, and maintain 
· Allows low-cost network implementations 
· Provides extensive topological flexibility for network installation 
· Guarantees successful interconnection and operation of standards-compliant products, regardless of manufacturer.
It is hard to imagine where we would be now without the presence of networking technologies such as the Ethernet. Normal transactions would be conducted in manual ways, and thus, everything will be definitely inconvenient. And so, we would always have to be thankful that Ethernet was formulized and born into our world.
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