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Introduction
Content-centric networking is an innovative approach to networking that simplifies network use, improves performance and security, and enables a seamless, ubiquitous experience.
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Content-centric networks enable the content itself to migrate where it is needed. In an interconnected world where people access digital information via continually shifting modes – moving from location to location, using multiple mobile devices, connecting through diverse networks – a content-centric approach allows them to access relevant, self-organizing information without cumbersome plumbing (i.e., firewalls, VPNs, and ad hoc synchronization protocols). The network can meet specific information needs with available resources, operating within appropriate administrative, performance, and security constraints.
This new approach enables network users to send and receive the right information, at the right place, at the right time – by any means available and regardless of underlying technology. 




Working
The general proposal of content-centric networking recognizes that a great deal of information is produced once, and then copied many times. Therefore, it makes sense to distribute the copying and any related activities into the network's tree of equipment. In many cases, substantial storage is already available, and could be used more efficiently if it could recognize particular content and only keep one copy of it.
Since the network equipment is tree-shaped, it naturally scales content delivery to the size of the audience, and simultaneously reduces up-stream equipment to just the minimum needed to produce the content. As network service is built out, the content delivery naturally increases at the same time.
Content-centric networking uses a practical data storage cache at each level of the network to dramatically decrease the transmission traffic, and also increase the speed of response. The cache envisioned by CCN is a packet-level cache present at each node in the tree of network equipment not a complete copy of some media file. In that way, the worst case is that everything behaves as it does now: A consumer requests some data and it propagates through the network. However, the second time the data is requested, if it is still in the cache at some level, there are dramatic savings.












Architecture of CCN
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There is a growing consensus in the recent literature that the central role of the IP address poorly fits the actual form of Internet usage. A typical user does not type IP addresses; he gets data or services by using application tools (e.g., Google, YouTube, Facebook, Skype), which operate on the basis of a description of the desired content. This means that users actually exploit the Internet in a content centric way; indeed, they are not interested in knowing from ”where” contents are provided, that is, the network layer has to be fed by IP addresses, which are used to ascertain from ”where” contents have to be taken. Therefore, there is a mismatch between the content-centric usage model of the Internet and the address-centric service model offered by the IP layer. Such a mismatch gives rise to several problems that would not exist if the network layer were a content-centric one.




Structure of CCN Node
CCN communication is driven by the consumers of data. There are two CCN packet types, Interest and Data. A consumer asks for content by broadcasting its interest over all available connectivity. Any node hearing the interest and having data that satisfies it can respond with a Data packet. Data is transmitted only in response to an Interest and consumes that Interest.1 Since both Interest and Data identify the content being exchanged by name, multiple nodes interested in the same content can share transmissions over a broadcast medium using standard multicast suppression techniques. Data ‘satisfies’ an Interest if the Content Name in the Interest packet is a prefix of the Content Name in the Data packet. CCN names are opaque, binary objects composed of an (explicitly specified) number of components (see Figure 4). Names are typically hierarchical so this prefix match is equivalent to saying that the Data packet is in the name sub tree specified by the Interest packet (see Section 3.2). IP uses this convention to resolve the hnet; subnet; host in hierarchical structure of IP addresses and experience has shown it allows for efficient, distributed hierarchical aggregation of routing and forwarding state while allowing for fast lookups. One implication of this matching is that interests may be received for content that does not yet exist – allowing a publisher to generate that content on the fly in response to a particular query. Such active names allow CCN to transparently support a mix of statically cached and dynamically-generated content, as is common in today’s Web. 
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The basic operation of a CCN node is very similar to an IP node: A packet arrives on a face, a longest-match look-up is done on its name, and then an action is performed based on the result of that lookup.4 Figure 3 is a schematic of the core CCN packet forwarding engine. It has three main data structures: the FIB (Forwarding Information Base), Content Store (buffer memory) and PIT (Pending Interest Table). 
The FIB is used to forward Interest packets toward potential source(s) of matching Data. It is almost identical to an IP FIB except it allows for a list of outgoing faces rather than a single one. This reflects the fact that CCN is not restricted to forwarding on a spanning tree. It allows multiple sources for data and can query them all in parallel. 
The Content Store is the same as the buffer memory of an IP router but has a different replacement policy. Since each IP packet belongs to a single point-to-point conversation, it has no further value after being forwarded downstream. Thus IP ‘forgets’ about a packet and recycles its buffer immediately on forwarding completion (MRU replacement). CCN packets are idempotent, self identifying and self-authenticating so each packet is potentially useful to many consumers (e.g., many hosts reading the same newspaper or watching the same YouTube video). To maximize the probability of sharing, which minimizes upstream bandwidth demand and downstream latency, CCN remembers arriving Data packets as long as possible (LRU or LFU replacement). 
The PIT keeps track of Interests forwarded upstream toward content source(s) so that returned Data can be sent downstream to its requester(s). In CCN, only Interest packets are routed and, as they propagate upstream toward potential Data sources, they leave a trail of ‘bread crumbs’ for a matching Data packet to follow back to the original requester(s). Each PIT entry is a bread crumb. PIT entries are erased as soon as they have been used to forward a matching
Data packet (the Data ‘consumes’ the Interest). PIT entries for Interests that never find a matching Data are eventually timed out (a ‘soft state’ model — the consumer is responsible for re-expressing the interest if it still wants the Data).

















Features of CCN
· Data–Centric
· Data-Caching
· Universal
· Rich Connectivity
· Scalable

A critical feature of such content-centric networks is the idea of data-centric security protections travel with the data, rather than (as in today’s Internet) being a function of the connection over which one receives that data. All data is verifiable by at least some subset of the nodes of the network (e.g. a legitimate querying service looking for that data), the mappings stored by that network are also verifiable by any participating node. Access control in such a content-centric network is enforced through data encryption, with keys made accessible only to legitimate consumers of the data. The specific protections applied to any piece of data are controlled by the publisher of that data, not by the network itself, and the network is largely agnostic to those mechanisms.

Caches are a central element of CCN’s architecture. CCN might not only carry static content that can be shared between users, but also dynamic, individual content that is unlikely (or impossible) to be shared.
CCN’s primitives work at the network level to provide unreliable content routing. Research is required to define policies for Interest forwarding that enable priorities for certain kinds of traffic, if desired, and that ensure fair sharing of network resources between all participants. To date, CCN lacks a transport protocol that ensures reliability and fairness. Some of the CCNx tools pipeline Interests to achieve a higher throughput, similar to TCP, but a protocol still needs to be formally defined.

Since CCN architecture mainly works like a distributed system, its strategic servers and content routers are placed all over the global and local gateways of the world, and hence it is Universal in its structure.

Machines today typically have multiple network interfaces and are increasingly mobile. Since IP is restricted to forwarding on spanning trees, it is difficult for IP to take advantage of more than one interface or adapt to the changes produced by rapid mobility. CCN packets cannot loop so CCN can take full advantage of multiple interfaces. CCN talks about data, not to nodes, so it does not need to obtain or bind a layer 3 identity (IP address) to a layer 2 identity such as a MAC address. Even when connectivity is rapidly changing, CCN can always exchange data as soon as it is physically possible to do so. Furthermore, since CCN Interests and Data are paired, each node gets fine grained, per-prefix, per-face performance information for adaptively choosing the ‘best’ face for forwarding Interests matching some prefix.




















Applications
1. Voice over CCN (VoCCN)
Content-oriented network architectures not only move content scalable and efficient. They can also implement IP-like conversational services like voice calls, email or transactions. To demonstrate this we have implemented and tested a Voice-over-CCN prototype. The result is functionally and performance equivalent to Voice-over-IP but substantially simpler in architecture, implementation and conﬁguration. 
2. Video & Audio Streaming
Despite the advent of ABR and HTTP streaming, there still is a need for live video delivery, since live video can't be cached like content that's previously recorded.
First, the vast majority of video content delivered by CCNs is on-demand video: some estimates are as high as 95% of all online video being delivered as on-demand video content. Second, since live video can't be cached, it's necessary to modify the basic CCN infrastructure to have either very high-bandwidth pipes between a central location and the end-user viewing the content or to have slightly lower-bandwidth pipes that send the live stream to a repeater or reflector that is nearer to the end user. Third, given the two points above, the cost to build out and maintain a live streaming solution for very popular live events is daunting: building and maintaining a million-plus viewer live streaming solution is quite expensive.
3. Online Gaming
Online games involve a large number of players and require a persistent world that is usually hosted by the game’s publisher thereby incurring a heavy load on the servers for player management and data transfer. Deploying such a game in a decentralized/P2P environment is not a straight forward task since it is difficult to obtain knowledge about the other players in the same sub-world and to efficiently disseminate the information to them. CCN can play a significant role here.
4. Virtualization
CCN can enable the next-generation of file virtualization devices that will automate the placement and movement of data between different storage tiers, with each tier potentially comprising devices from multiple vendors. CCN-based storage tiering can operate at the file chunk or object level (each file consisting of a number of objects) providing enterprises with fine-grained tiering flexibility. Depending on the application, organizations want to move files as well as objects within a file.  This rapid, non-disruptive method of data migration can reduce downtime by as much as 90%.





















Advantages
1. Improved Security
CCN’s security model focuses on explicitly securing the content itself – as opposed to endpoints. Regardless of where packets travel across the network, content is protected from damage, alteration, or snooping from unauthorized parties. CCN is designed to run alongside or independent of TCP/IP, and will not disrupt existing networks.  The architecture enables a suite of solutions and capabilities through effectively addressing these issues of naming, memory, and security.
2. Less Congestion
In a large network, the end-to-end nature of TCP conversations means there are many points between sender and receiver where congestion can occur from conversation aggregation even though each conversation is operating in flow balance. The effect of this congestion is delay and packet loss. The TCP solution is for endpoints to dynamically adjust their window sizes to keep the aggregate traffic volume below the level where congestion occurs [20]. The need for this congestion control is a result of TCP’s flow balance being end-to-end. In CCN, by contrast, all communication is local so there are no points between sender and receiver that are not involved in their balance. Since CCN flow balance is maintained at each hop, there is no need for additional techniques to control congestion in the middle of a path.
3. Easy Deliverance
Easy delivery of data is simply achievable in case of ordinary CCN architecture, since every time a router has cached content, the router forwards it. Conversely, in case of rendezvous-based architecture, the routing algorithm forwards user requests toward a specific rendezvous-node and then to a specific node storing the content; thus, if an intermediate router of the host-rendezvous-content path has a cached copy of the content, that router will serve directly the content request; nevertheless, it is more difficult to exploit also the caches of routers that are not on the path but that are close to the path (or elsewhere located).
4. Increased Reliability
Users are interested in receiving trusted contents; today this is achieved in an indirect way: a user trusts “who” provides the content, rather than trusting the content itself. This approach could be risky as there are a lot of actors to trust, in the process of content retrieval. For instance, a user believes that he is trading with Amazon because he clicks on a link with the name”www.amazon.com”, which is provided by a search-engine tool, like Google. In doing so, he trusts both the search-engine and the DNS server providing the name-to-address translation. Moreover, he also trusts the mirror server where he could be redirected by a content distribution system [10]. The higher the number of actors to trust, the more critical is the overall security of the system. In a content-centric network, security information travels with the content, so that even if content is provided by an un-trusted server or is transferred on an un-trusted network, it can be validated by the consumer. Moreover, such a content-based security also enables the replication of secure contents by any network node, which is very important as users can get contents not only from the original content creator or source node but also from any node/user that has already downloaded that content.

Disadvantages
1. Initial setup cost
The only disadvantage of CCN is its initial setup cost may be more than that of the existing system.














Future Scope
1. Real-time tele-health
In real-time tele-health, a telecommunications link allows instantaneous interaction. Videoconferencing equipment is one of the most common forms of synchronous telemedicine. Peripheral devices can also be attached to computers or the video-conferencing equipment which can aid in an interactive examination. With the availability of better and cheaper communication channels, direct two-way audio and video streaming between centers through computers is leading to lower costs.

2. Tele-education
Tele-education network aims to address two core issues with the aid of Video communication technologies: 
· Enable educational services to reach out to rural areas.
· Enhance skill sets of urban as well as rural students by organizing a network of resource persons and innovative Programmes which are otherwise not accessible.
The pivotal role of education as an instrument of social change by altering the human perspective and transforming the traditional mindset of society is well recognized. The universalization of education has become the top priority, especially for the developing countries. 










Conclusion
Content-centric network proposals bring fresh thinking into Internet architecture design by re-centering communication principles around current usage, mostly content dissemination and retrieval. However, a comprehensive study of content centric networks still lacks and key features of such systems are poorly understood. Unlike traditional end-to-end transport, in CCN data transfer is realized through a receiver-centric paradigm, whose performance is closely tied to network cache dynamics. Indeed, storage capabilities are embedded at network level and every node acts as a cache for flowing data.
The new approach of CCN enables network users to send and receive the right information, at the right place, at the right time – by any means available and regardless of underlying technology.
16

image3.png
Interest packet Data packet

l [

\r Content Name ? N Content Name

{ Selector [ Signature

{_(order preference, publisher flter, scope, ..) ? P (digest algorithm, witness, ..)
Nonce Signed Info

(publisher ID, key locator,stale time, ..)

Figure 2: CCN packet types

Content Store
Name. osts

[parccomivigeos WogeRmpgives)

Pending Interest Table (PIT)
et Fequeing

parccomvideos Wogethmpgnaist |0

FIB

prex|paceiin





image1.jpeg
Content-Centric Network

The third generation of networking

Content-Centric Network
Interconnecting information

Internet
Interconnecting nodes

Telephony /
Interconnecting wires w





image2.jpeg




