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ABSTRACT
As the power of modern computers grows alongside our understanding of the human brain, we move ever closer to transforming some spectacular science fiction into reality. Imagine transmitting signals directly to someone's brain that would allow them to see, hear or feel specific sensory inputs. Consider the potential to manipulate computers or machinery with nothing more than a thought. It isn't just about convenience - for severely disabled people, development of a brain controlled interface or brain-computer interface (BCI) can easily be called the most important technological breakthrough in decades. 


















CHAPTER ONE

GENERAL INTRODUCTION

1.1 BACKGROUND OF STUDY

Some years ago, the lives of completely paralysed patients automatically ended due to the restricted (and in most cases, lack of) movement of the affected areas. Later, it was realized that as long as the parts of the brain controlling those affected areas weren’t damaged during the accident, the brain signals for those affected areas were still fully functional. This discovery opened up a world that had lived only in the minds of the science fiction dreamer, giving victims of debilitating injuries something to put their hopes on (Wolpaw et al., 2000).

1.2 STATEMENT OF STUDY

This study has many statements as described by the different groups of scientists who embarked on this study but the summary of them all is: 
“To create a union between the human body and the computer that will herald mankind to a higher level of living and give him a better understanding of himself”.

1.3 OBJECTIVE OF STUDY

The human body is one of the most complex (if not the most complex) entities and has been a well-researched topic. This study is geared towards creating a feasible relationship between the human body and a computer system which will, of course, make human living a lot more comfortable and sophisticated.

1.4 SIGNIFICANCE OF STUDY

This study has many significances but the most significant of these significances is the medical aspect, which entails controlling a device e.g. computer, wheelchair or a neuroprothesis by human intention which does not depend on the brain’s normal output pathways of peripheral nerves and muscles (Wolpaw et al., 2000).    

1.5 LIMITATION OF STUDY

1. The equipments needed are expensive, with the cheapest as expensive as $5,145 (which is approximately equivalent to N771, 750).
2. In the case where a device (even one as tiny as a logic gate) is been implanted on the brain, the medical procedure is very delicate and complications can arise practically from nowhere in the twinkle of an eye.
3. Lack of awareness and fear of its long-term effects have discouraged a lot of patients from becoming willing ‘guinea pigs’, 
4. Specialists that are experienced enough to carry out the necessary operations are few due to the fact that this study is still being researched.
5. There are about 100billion neurons in a human brain. Each neuron is constantly sending & receiving signals through a WEB of connections. This makes designing a device as seemingly simple as an arm having grippers (in place of fingers) difficult.
[image: ]                 
Fig, 1: Grippers attached to a prosthetic arm
Source: Howstuffworks.com/brain_computer_intrerface
6. EEG measure tiny voltage potentials, and sometimes a simple as the blinking eyelids of the subject can generate much stronger signals than can be read by the EEG.
7. Some brain controlled interfaces still require a wired connection to the equipment, & those that are wireless require the subject to carry a computer that can weigh around 10pounds.
[image: ]
Fig. 1: A paralysed man using a brain controlled interface (BCI)
Source: http://www.sciencedaily.com/releases



1.6 ORGANIZATION OF STUDY
A typical brain controlled interface is 














CHAPTER TWO

LITERATURE REVIEW

2.1 HISTORICAL BACKGROUND
In 1848, Duboi-Reymond reported the presence of electrical signals in the human brain. Research on this led to Caton’s discovery in 1875 that “feeble” currents can be measured on the scalp. In 1924, Mr Hans Berger discovered the EEG (    ), a device that theoretically measured electrical signals. However, this wasn’t proven until 1929 by Berger. He analysed the interrelation of EEG and brain diseases

· Berger (1929) measured electrical signals with EEG
· 1930-50s EEG used in psychiatric and neurological sciences relying on visual inspection of EEG patterns
· 1960s-70s witness emergence of Quantitative EEG and confirmation of hemispheric specialization, e.g., left brain verbal and right brain spatial.
· 1980s+ observation of biofeedback

· 1970: First developments to use brain waves as input
· ARPA has vision of enhanced human
       First step in the right direction
· 1990: First successful experiments with monkeys
· Implanting electrode arrays into monkey brains
· Recording of monkeys‘ brain waves
· 2000: Monkeys control robots by thoughts
· More non-invasive than invasive approaches
· Brain reading by eg. EEG, MEG or fMRI
· 2004: First human benefits from research

Early research used monkeys with implanted electrodes. The monkeys used a joystick to control a robotic arm. Scientists measured the signals coming from the electrodes. Eventually, they changed the controls so that the robotic arm was being controlled only by the signals coming from the electrodes, not the joystick. By 2000, the group succeeded in building a BCI that reproduced owl monkey movements while the monkey operated a joystick or reached for food.
 
In May 2008 photographs that showed a monkey operating a robotic arm with its mind at the Pittsburgh University Medical Centre were published in a number of well known science journals and magazines.

Mind Control - Child of the 70's 
[image: http://i2.squidoocdn.com/resize/squidoo_images/590/draft_lens7344892module60882812photo_1254526794earlyBCI.jpg]
The brain-computer interface (BCI), (a.k.a. neural interface or brain-machine interface), is a direct communication link between a brain and an external electronic device. BCIs are most commonly intended to assist, augment or fully repair cognitive or sensory-motor functionality often sustained after injury or from birth defect.

Research on Neural Interface Technology started in the 70s at UCLA and was first funded by a National Science Foundation (NSF) grant and after showing some promise, garnered a contract from DARPA (the real inventors of the net). It vwas during this research that the phrase "brain-computer interface" first made it's appearance in published scientific literature.

BCI technology has developed exponentially since the early days, with the most growth in the area of neuroprosthetics. Neuroprosthetics attempt to restore the patient's damaged senses and/or movement. The brain's amazing ability to reroute signals and adapt to injury, allow signals emitted from prosthethetic devices to, (after therapy and adjustment), be understood by the brain like natural nerve impulses. After many years of laboratory research on animals, the first human neuroprosthetic implants were done in the mid 90's.

BCIs and neuroprosthetics are generally used in conjunction, to some degree, although the terms are not interchangeable. Neuroprosthetics most often create a pathway between the nervous system to a prosthetic device (which, of course, has a computer in it). Brain Computer Interface technology is most commonly used to connect the brain, or nervous system with a computer system.

Neuroprosthetic devices became common place at the end of the 20th century, the most common implant being the well-known cochlear implant, which, has been implanted in well over 100,000 people.

Early BCI research was encouraging because it showed that various animals, from Mice to Monkeys, could perform simple tasks using only Mind Control, such as moving a cursor on a monitor, or controlling a robotic arm. Further research conducted at Johns Hopkins University discovered a key mathematical corelation between the electrical responses of individual motor-cortex neurons in monkeys and the direction that they moved their arms.

Later, at the end of the 1990's, researchers were able to decode impulses from the brains of cats and, using a mathematical filter, reconstruct the information into recognizable images on a screen - essentially showing what the cats were seeing on a video monitor.

Early human BCI research took on several forms, which include; invasive implants, partially invasive implants, non-invasive implants, EEG, MEG and MRI. Electroencephalogram (EEG) is the preffered form of Mind Controlled Technology being utilized in today's consumer electronics and computer interface markets.
[bookmark: module60897752]Development of the EEG MInd Controlled Computer Interface
Electroencephalography (EEG) is the most thouroghly researched non-invasive BCI, mainly due to its high temporal resolution, user friendliness, compactness and cost. Unfortunately, loud noises, busy environments and various other distractions have been known to negatively effect EEG MInd Controlled interface systems, and some education and experience are required to become truly proficient with EEG style interfaces. (Thats what makes games likeMindflex and Star Wars Science: Force Trainer so challenging and compelling.)

During the mid-90s, German scientists trained severely paralysed people to control a computer cursor with their brainwaves, using EEG equipment. The process was painstaking and often required more than an hour for subjects to write the equivalent of a post on Twitter, even after months of rigorous training. Further development eventually allowed users a choice between two types of brainwaves depending on which (mu or beta), they found easier to manipulate.

One critical advance in EEG's consumer interface viability was the discovery of brainwave patterns known as P300 waves. P300 waves are involuntarily generated when a person sees something they recognize. This fact is crucial in that it may allow developers to create software that will be able to decode categories of thoughts, greatly decreasing the amount of training needed to use EEG in Mind Control applications.

Happily, more recent technologies have been developed which shift some of the burden of learning from the user to the computer. Experiments in 2004, using a neural network interface, led to noticeable control improvements with as little as 30 minutes of training.
[bookmark: module60894362]Mind Controlled Gaming 
Mind Control Games
The latest developments in Mind Control Gaming Technology, including Mattel's Mindflex, The Star Wars Science: Force Trainer, The "Brain Mouse" and cool mind Control Video Game gear.
Mind Control Games on Wordpress
Similar content as above, different layout.
[bookmark: module60948092]Brain Computer Interface 
Move Over, Joysticks: Brainwave-Controlled Gadgets Are Here
He called it a brain/computer interface, or BCI, and InteraXon builds it into a simple, lightweight headband. ?You have patterns of thought that are ...
Brain-Computer Interface Can Help You Get In The Game
The BrainAthlete system is a brain-computer interface that monitors your mental states as you play the game. The BrainAthlete is engineered into a standard ...
The future of user interaction
The Brain-Computer Interface (BCI) has been under development since the 1970s. Its goal is to enable people to provide input and control systems using ...
I think, therefore I can make my computer run
To assist paraplegic patients, or help treat neurological problems, a French institute has developed a brain-computer interface. Through OpenViBE, the new ...
Powered by Google
[bookmark: module60950122]Neuroscience 
Detailed info about the history of Neuroscience on Wikipedia
Category: File - :PurkinjeCell.jpg|right|thumb|250px|Drawing by Santiago Ramón y Cajal (1899) of neurons in the pigeon cerebellum
Neuroscience is the scientific study of the nervous system. Traditionally, neuroscience has been seen as a branch of biology. However, it is currently an interdisciplinary science that collaborates with other fields such as psychology, mathematics, physics, chemistry, engineering, computer science, philosophy, and medicine. The term neurobiology is usually used interchangeably with the term neuroscience, although the former refers specifically to the biology of the nervous system, whereas the latter refers to the entire science of the nervous system.
The scope of neuroscience has broadened to include different approaches used to study the molecular, cellular, developmental, structural, functional, evolutionary, computational, and medical aspects of the nervous system. The techniques used by neuroscientists have also expanded enormously, from molecular and cellular studies of individual nerve cells to imaging of sensory and motor tasks in the brain. Recent theoretical advances in neuroscience have also been aided by the study of neural networks.
Given the increasing number of neuroscientists that study the nervous system, several prominent neuroscience organizations have been formed to provide a forum to all neuroscientists and educators. For example, the International Brain Research Organization was founded in 1960, the European Brain and Behaviour Society in 1968, and the Society for Neuroscience in 1969.

2.2 RELATED LITERATURE
1. Brain implants, often referred to as neural implants, are technological devices that connect directly to a biological subject's brain - usually placed on the surface of the brain, or attached to the brain's cortex. A common purpose of modern brain implants and the focus of much current research is establishing a biomedical prosthesis circumventing areas in the brain that have become dysfunctional after a stroke or other head injuries. This includes sensory substitution, e.g. in vision. Other brain implants are used in animal experiments simply to record brain activity for scientific reasons. Some brain implants involve creating interfaces between neural systems and computer chips, which are part of a wider research field called brain-computer interfaces. (Brain-computer interface research also includes technology such as EEG arrays that allow interface between mind and machine but do not require direct implantation of a device.)
Neural-implants such as deep brain stimulation and Vagus nerve stimulation are increasingly becoming routine for patients with Parkinson's disease and clinical depression respectively, proving themselves as a boon for people with diseases which were previously regarded as incurable.
2. Augmented learning is an on-demand learning technique where the environment adapts to the learner. Instead of focusing on memorization, supplemental information is presented to the learner based on the current context. The augmented content can be dynamically tailored to the learner's natural environment by displaying text, images, video or even playing audio (music or speech). This additional information is commonly shown in a pop-up window for computer-based environments.
Most implementations of augmented learning are forms of e-learning. In desktop computing environments, the learner receives supplemental, contextual information through an on-screen, pop-up window, toolbar or sidebar. As the user navigates a website, e-mail or document, the learner associates the supplemental information with the key text selected by a mouse or other input device.
Augmented learning is closely related to augmented intelligence and intelligence amplification. Augmented intelligence applies information processing capabilities to extend the processing capabilities of the human mind through distributed cognition. Augmented intelligence provides extra support for autonomous intelligence and has a long history of success. Mechanical and electronic devices that function as augmented intelligence range from the abacus, calculator, personal computers and smart phones. Software with augmented intelligence provide supplemental information that is related to the context of the user. When an individual's name appears on the screen, a pop-up window could display person's organizational affiliation, contact information and most recent publications.
In mobile reality systems,[1] the annotation may appear on the learner's individual "heads-up display" or through headphones for audio instruction.
Foreign language educators are also beginning to incorporate augmented learning techniques to traditional paper-and-pen-based exercises. For example, augmented information is presented near the primary subject matter, allowing the learner to learn how to write glyphs while understanding the meaning of the underlying characters
3. Simulated reality is the proposition that reality could be simulated—perhaps by computer simulation—to a degree indistinguishable from "true" reality. It could contain conscious minds which may or may not be fully aware that they are living inside a simulation. In its strongest form, the "simulation hypothesis" claims it is entirely possible and even probable that we are living in a simulated reality.
This is quite different from the current, technologically achievable concept of virtual reality. Virtual reality is easily distinguished from the experience of "true" reality; participants are never in doubt about the nature of what they experience. Simulated reality, by contrast, would be hard or impossible to separate from "true" reality.
As documented in this article, there has been much debate over this topic, ranging from philosophical discourse to practical applications in computing.
4. Telepresence refers to a set of technologies which allow a person to feel as if they were present, to give the appearance that they were present, or to have an effect, via telerobotics, at a place other than their true location.
Telepresence requires that the users' senses be provided with such stimuli as to give the feeling of being in that other location. Additionally, users may be given the ability to affect the remote location. In this case, the user's position, movements, actions, voice, etc. may be sensed, transmittedand duplicated in the remote location to bring about this effect. Therefore information may be traveling in both directions between the user and the remote location.
A popular application is found in telepresence videoconferencing, a higher level of videotelephony which deploys greater technical sophistication and improved fidelity of both video and audio than in traditional videoconferencing.
5. Mind uploading or whole brain emulation (sometimes called mind transfer) is the hypothetical process of scanning and mapping a biological brain in detail and copying its state into a computer system or another computational device. The computer would have to run a simulation model so faithful to the original that it would behave in essentially the same way as the original brain, or for all practical purposes, indistinguishably.[1] The simulated mind is assumed to be part of a virtual reality simulated world, supported by an anatomic 3D body simulation model. Alternatively, the simulated mind could be assumed to reside in a computer inside (or connected to) a humanoid robot or a biological body, replacing its brain.
Whole brain emulation is discussed as a "logical endpoint"[1] of the topical computational neuroscience and neuroinformatics fields, both about brain simulation for medical research purposes. It is discussed in artificial intelligence research publications[2] as an approach to strong AI. Among futurists and within the transhumanist movement it is an important proposed life extension technology, originally suggested in biomedical literature in 1971.[3] It is a central conceptual feature of numerous science fiction novels and films.
Whole brain emulation is considered by some scientists as a theoretical and futuristic but possible technology,[1] although mainstream research funders and scientific journals remain skeptical. Several contradictory and already passed attempts have been made during the years to predict when whole human brain emulation can be achieved. Substantial mainstream research and development are however being done in relevant areas including development of faster super computers, virtual reality, brain-computer interfaces, animal brain mapping and simulation, and information extraction from dynamically functioning brains.[4]
The question whether an emulated brain can be a human mind is debated by philosophers, and may be contradicted by the dualistic view of the human mind that is common in many religions.
      
2.3 DEFINITION OF TERMS

1. TTD (Thought Translation Device) software: This consists of a training device and spelling program software for the completely paralyzed using slow-cortical brain potentials (SCP). Patients select letters or words with their SCPs. The core of the TTD consists of a single computer program written in Visual cpp that runs on all Microsoft Windows versions. The patient receives visual feedback on a separate monitor and/or auditory feedback.
2. EEG (
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INTERNAL AND EXTERNAL ARCHITECTURE
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3.3 MANUFACTURER/MODEL
http://carobdii.en.alibaba.com/ wangdahong technology [Shenzhen] co. ltd

Guangzhou wanxinda cnc machines co. ltd
Neurosky
Sunnyvale-based manufacturer OCZ Technology has laid claim to being the first to bring a brain-computer interface to the retail market and they have aimed it squarely at the gamer. The device is called the NIA, which is an acronym that stands for Neural Impulse Actuator
Shinova systems co. ltd
S.M.A.R.T. BrainGames
Emotiv Systems
nia Game Controllercategory, OCZ Technology Group, Inc
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CHAPTER FIVE

5.1 SUMMARY

5.2 CONCLUSION
	
	Things that were science fiction 20 or more years ago, such as this invention are now reality. Brain controlled interface (BCI) has made it possible for peoples with disabilities to see, hear and feel sensory inputs. With this technology, disabled people can manipulate different devices and machinery by their thoughts. It can be confidently said that soon, disabled people will be able to live free and ‘normal’ lives even as technology advances and all necessary equipment can fit on a minuscule chip.


5.3 RECOMMENDATION

Present a geometric subspace approach for signal separation, artifact removal and classification.
Provided evidence that brain dynamics might reside on an attractor and that time-delay embedding enhances classification rates.
Illustrated a nonlinear extension to signal fraction analysis and compared with similar extension to svd.
These ideas are presented in the context of EEG signals but are quite general and can be applied to images.
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