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ABSTRACT::

Today, Internet rules the world. The Internet is used to access the
complete facility of transferring the information, besides maintaining the
secrecy of the document. Since the network is considered to be insecure, the
encryption and authentication are used to protect the data while it is being
transmitted. The security is insufficient when the codes for encryption and decryption are revealed. There comes the necessity of increasing the security through face recognition usingneural network. Though it is costlier, it provides the high advantage of tight security. This paper deals with the recognition of images using neural networks. It is used in identifyingparticular people in real time or allows access to a group of people and denies access to the rest.The system combines local image sampling, the self-organizing map neural network,and a convolutional neural network. The self-organizing map provides the quantization ofimage samples into a topological space where inputs that are nearby in the original space arealso in the output space, thereby providing dimensionality reduction and invariance to minorchanges in the image sample. All these features are implemented using MATLAB v 6.5. Theconvolutional neural network provides for the partial invariance to translational, rotation,scale, and deformation. Hence it is analyzed that by implementing face recognition insecurity systems, the business transaction via Internet can be improved.
NOTE : The Matlab Codes will be shown at the time of presentation.











INTRODUCTION::

The paper presents a hybrid neural network solution, which compares favorably withother methods and recognizes a person within a large database of faces. These neuralsystems typically return a list of most likely people in the database. Often only one image isavailable per person.First a database is created, which contains images of various persons. In the nextstage, the available images are trained and stored in the database. Finally it classifies theauthorized person’s face, which is used in security monitoring system. Faces representcomplex, multidimensional, meaningful visual stimuli and developing a computational modelfor face recognition is difficult.Face has certain distinguishable landmarks that are the peaks and valleys that sum upthe different facial features. There are about 80 peaks and valleys on a human face. Thefollowing are a few of the peaks and valleys that are measured by the software:
Distance between eyes
Width of nose
Depth of eye sockets
Cheekbones
Jaw line
Chin
These peaks and valleys are measured to give a numerical code, a string of numbers, whichrepresents the face in a database. This code is called a face print. Here the detecting,capturing and storing faces by the system is dealt with. Below is the basic process that couldbe used by the system to capture and compare images:

1. DETECTION
When the system is attached to a video surveillance system, the Recognition softwaresearches the field of view of a video camera for faces. Once the face is in view, it is detectedwithin a fraction of a second. A multi-scale algorithm, which is a program that provides a setof instructions to accomplish a specific task, is used to search for faces in low resolution. .The system switches to a high-resolution search only after a head-like shape is detected.
2. ALIGNMENT
Once a face is detected, the head's position, size and pose is the first thing that is
determined. A face needs to be turned at least 35 degrees toward the camera for the system toregister it.



3. NORMALIZATION
The image of the head is scaled and rotated so that it can be Registered and mappedinto an appropriate size and pose. Normalization is performed irrespective of the head'slocation and distance from the camera. Light does not have any impact on the normalizationprocess.
4. REPRESENTATION
Translation of facial data into unique code is done by the system. This Coding
process supports easier comparison of the newly acquired facial data to stored facial data.
5. MATCHING
The newly acquired facial data is compared to the stored data and (ideally) linked toat least one stored facial representation. Briefly, the use of local image sampling and atechnique for partial lighting invariance, a self-organizing map (SOM) for projection of theimage sample representation into a quantized lower dimensional space, the Karhunen Loève(KL) transform for comparison with the self-organizing map, a convolutional network (CN)for partial translation and deformation invariance, and a multi-layer perceptron (MLP) forcomparison with the convolutional network is explored.

LOCAL IMAGE SAMPLING
We have evaluated two different methods of representing local image samples. In
each method a window is scanned over the image as shown in figure .
1. The first method simply creates a vector from a local window on the image using the intensity values at each point in the window. Let xij be the intensity at the ith column, and the jth row of the given image. If the local window is a square of sides 2W+1 long, centered on xij, then the vector associated with this window is simply
[xi-W,j-W, W, W+1,..., ,..., i j ij x x  xi+W,j+W-1, xi+W,j+W].
2. The second method creates a representation of the local sample by forming a vector out of
a) the intensity of the center pixel xij, and b) the difference in intensity between the center pixel and all other pixels within the square window. The vector is given by [xij-xi-W,j-W, W,W+1,..., ,..., ij i j ij ij x x wx   xij-xi+W,j+W-1, xij-xi+W,j+W].
 The resulting representation becomespartially invariant to variations in intensity of the complete sample. The degree of invariancecan be modified by adjusting the weight wij connected to the central intensity component.A depiction of the local image sampling process. A window is stepped over the image and a vector is created at each location.


                         [image: ]


THE SELF-ORGANIZING MAP
Maps are an important part of both natural and artificial neural information
processing systems. Examples of maps in the nervous system are retinotopic maps in thevisual cortex, tonotopic maps in the auditory cortex, and maps from the skin onto thesomatosensoric Cortex. The self-organizing map, or SOM, is an unsupervised learningprocess, which learns the distribution of a set of patterns without any class information. Apattern is projected from an input space to a position in the map - information is coded as thelocation of an activated node. The SOM is unlike most classification or clustering techniquesin that it provides a topological ordering of the classes. Similarity in inputpatterns ispreserved in the output of the process. The topological preservation of the SOM process makes it especially useful in the classification of data, which includes a large number of
classes.The SOM is mainly used to find patterns in and classify high dimensional data,although it works equally as well with low dimensional data. The basic SOM consists of a 2-dimensional lattice L of neurons. Each neuron ni  L has an associated codebook vector μi Rn . In what follows n , although in other applications n is often much larger. The lattice iseither rectangular or hexagonal with the connections within L determining  the  neighbourhood of  a  given neuron is shown in figure. Training the SOM involves first randomly initialising
all the codebook vectors and then sequentially presenting each training sample. A metric isfirst fixed on L, usually 2 other training algorithms exist, Euclidean or Manhattan.The SOM Lattice. Lattices are either rectangular or hexagonal; this in turn determines howmany neurons lie in each neighbourhood. All skin extraction experiments have used ahexagonal lattice.
[image: ]

Classification can then take place by presenting data and labelling with the label
of the winning neuron each time.Cumulative histograms of the 30000 Aberdeen Pilot training pixels in the fourdifferent colour spaces tested. The clusters in some colour spaces can be more easilymodelling with a Gaussian mixture model, or even a single Gaussian.

[image: ]
Below is a block diagram of the face retrieval system using SOM.

[image: ]
Self-organizing feature maps (SOFM) learn to classify input vectors according to
how they are grouped in the input space. They differ from competitive layers in thatneighboring neurons in the self-organizing map learn to recognize neighbouring sections ofthe input space. Thus, self-organizing maps learn both the distribution (as do competitivelayers) and topology of the input vectors they are trained on.The neurons in the layer of an SOFM are arranged originally in physical positionsaccording to a topology function. The functions gridtop, hextop or randtop can arrange theneurons in a grid, hexagonal, or random topology. Distances between neurons are calculatedfrom their positions with a distance function. There are four distance functions, dist, boxdist,linkdist and mandist. Link distance is the most common.
Here a self-organizing feature map network identifies a winning neuron iusing the
same procedure as employed by a competitive layer. However, instead of updating only the
winning neuron, all neurons within a certain neighborhood Ni*(d) of the winning neuron are
updated using the Kohenen rule.
Specifically, all such neurons are adjusted i  Ni*(d) as follows.
i w(q) = i w(q-1)+(p(q)- iw(q-1))
i w(q)= (1-) i w(q-1)+ p(q)
Here the neighbourhood Ni*(d) contains the indices for all the neurons that lie within
a radius d of the winning neuron i.
Ni(d)= j,dij<=d
Thus, when a neuron P is presented, the weights of the winning neuron and its close
neighbours move toward P . Consequently, after many presentations, neighbouring neurons
will have learned vectors similar to each other.

IMPROVING THE BASIC SOM
The original self-organizing map is computationally expensive due to:
1. In the early stages of learning, many nodes are adjusted in a correlated manner. Luttrel
proposed a method, which is used here, that starts by learning in a small network, and
doubles the size of the network periodically during training. When doubling, new nodes are
inserted between the current nodes. The weights of the new nodes are set equal to the average
of the weights of the immediately neighboring nodes.
2. Each learning pass requires computation of the distance of the current sample to all nodes
in the network, which is O (N). However, this may be reduced to O (log N ) using a hierarchy
of networks which is created from the above node doubling strategy.
TOPOLOGIES
There are three different types of topologies namely,
 Grid Topology
 Hex Topology
 Random Topology

PERCEPTRON LEARNING RULE
Perceptrons are trained on examples of desired behavior. The desired behavior can be
summarized by a set of input, output pairs
p1t1, p2t2,………….. pQtQ
Where p is an input to the network and t is the corresponding correct (target) output.
The objective is to reduce the error e, which is the difference t-a between the neuron
responses a, and the target vector t. The perceptron learning rule learnp calculates desired
changes to the perceptron's weights and biases given an input vector p, and the associated
error e. The target vector t must contain values of either 0 or 1, as perceptrons (with hardlim
transfer functions) can only output such values.
Each time learnp is executed, the perceptron has a better chance of producing the
correct outputs. The perceptron rule is proven to converge on a solution in a finite number of
iterations if a solution exists.If a bias is not used; learnp works to find a solution by altering
only the weight vector w to point toward input vectors to be classified as 1, and away from
vectors to be classified as 0. This results in a decision boundary that is perpendicular to w,
and which properly classifies the input vectors.
There are three conditions that can occur for a single neuron once an input vector p is
Presented and the network's response ‘a’ is calculated:
CASE 1: If an input vector is presented and the output of the neuron is correct (a = t, and
e = t - a =0), then the weight vector w is not altered.
CASE 2: If the neuron output is 0 and should have been 1 (a = 0 and t = 1, and e = t - a =1),
the input vector p is added to the weight vector w. This makes the weight vector point closer
to the input vector, increasing the chance that the input vector will be classified as a 1 in the
future.
CASE 3: If the neuron output is1and should have been 0(a = 1and t = 0, and e = t – a=-1),
the input vector p is subtracted from the weight vector w. This makes the weight vector
point farther away from the input vector, increasing the chance that the input vector is
classified as a 0 in the future.
The perceptron learning rule can be written more succinctly in terms of the error
e = t - a, and the change to be made to the weight vector w:
Case 1: If e = 0, then make a change Δwequal to 0.
Case 2: If e = 1, then make a change Δwequal to p T.
Case 3: If e = -1, then make a change Δwequal to -p T.
All three cases can then be written with a single expression:
Δ w = (t-a) pT = epT
We can get the expression for changes in a neuron's bias by noting that the bias is
simply a weight that always has an input of 1:
Δb=(t-a)(1) = e
For the case of a layer of neurons we have:
Δw = (t-a) pT = e(p)T
Δb= (t-a) = E
The Perceptron Learning Rule can be summarized as follows
Wnew = Wold + epT

bnew = bold + e
where
e = t-a
The process of finding new weights (and biases) can be repeated until there are no errors.
Note that the perceptron learning rule is guaranteed to converge in a finite number of steps
for all problems that can be solved by a perceptron. These include all classification problems
that are "linearly separable." The objects to be classified in such cases can be separated by a
single line.
CONVOLUTIONAL NETWORK
Convolutional networks (CN) incorporate constraints and achieve some degree of
shift and deformation invariance using three ideas: local receptive fields, shared weights, and
spatial sub-sampling. The use of shared weights also reduces the number of parameters in the
system aiding generalization. Convolutional networks have been successfully applied to
character recognition.
DESCRIPTION
A typical convolutional network is shown in figure. The network consists of a set of layers
each of which contains one or more planes. Approximately centered and normalized images
enter at the input layer. Each unit in a plane receives input from a small neighborhood in the
planes of the previous layer. The idea of connecting units to local receptive fields dates back
to the 1960s with the perceptron and Hubel and Wiesel’s discovery of locally sensitive,
orientation-selective neurons in the cat's visual system. The weights forming the receptive
field for a plane are forced to be equal at all points in the plane. Each plane can be considered
as a feature map, which has a fixed feature detector that is convolved with a local window,
which is scanned over the planes in the previous layer. Multiple planes are usually used in
each layer so that multiple features can be detected. These layers are called convolutional
layers. Once a feature has been detected, its exact location is less important. Hence, the
convolutional layers are typically followed by another layer, which does a local averaging,
and sub sampling operation (e.g. for a sub sampling factor of 2:
yij =( x2i,2j+ x2i+1,2j+ x2i,2j+1+ x2i+1,2j+1 )/4
Where yij is the output of a sub sampling plane at position i, j and xij is the output of
the same plane in the previous layer). The network is trained with the usual back propagation
gradient-descent procedure. A connection strategy can be used to reduce the number of
weights in the network.
A TYPICAL CONVOLUTIONAL NETWORK.
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SYSTEM DETAILS
The system we have used for face recognition is a combination of the preceding parts
- a high-level block diagram is shown in figure 7.1 and figure 7.2 shows a breakdown of the
various subsystems that we experimented with or discuss.

A HIGH LEVEL BLOCK DIAGRAM OF THE SYSTEM USED
FOR FACE RECOGNITION
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DIAGRAM OF THE SYSTEM USED FOR FACE RECOGNITION
SHOWING ALTERNATIVE METHOD
This works as follows:
1. For the images in the training set, a fixed size window (e.g.5x5) is stepped over the entire
image as shown and local image samples are extracted at each step. At each step the window
is moved by 4 pixels.
2. A self-organizing map (e.g. with three dimensions and five nodes per dimension, 53 = 125
total nodes) is trained on the vectors from the previous stage. The SOM quantizes the 25-
dimensional input vectors into 125 topologically ordered values. The three dimensions of the
SOM can be thought of as three features.
3. The same window as in the first step is stepped over all of the images in the training and
test sets. The local image samples are passed through the SOM at each step, thereby creating
new training and test sets in the output space created by the self-organizing map. (3 maps,
each of which corresponds to a dimension in the SOM now represent each input image. The
size of these maps is equal to the size of the input image (92x112) divided by the step size
(for a step size of 4, the maps are 23x28).
4. A convolutional neural network is trained on the newly created training set.

DATABASE CREATION, TRAINING AND ITS PIXEL VALUES[image: ]
IMAGE - 1
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IMPLEMENTATION
The images in the training set; a fixed size window 5*5 is stepped over the entire image as
shown and local image samples are extracted at each step. At each step the window is moved
by 4 pixels. A self-organizing map is trained on the vectors from the previous stage. The
SOM quantizes the 25-dimensional input vectors into 125 topologically ordered values. The
three dimensions of the SOM can be thought of as three features. The same window as in the
first step is stepped over all of the images in the training and test sets. The local image
samples are passed through the SOM at each step, thereby creating new training and test sets
in the output space created by the selforganizing map. A Convolutional neural network is
trained on the newly created training set.
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Testing


FLOW CHART
Training:                        Testing
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SAMPLE:
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APPLICATION
Face (facial) recognition is the identification of humans by the unique characteristics of their
faces and is one of several types of biometric systems. There are numerous applications for
face recognition technology:
GOVERNMENT USE
Law Enforcement: Minimizing victim trauma by narrowing mug shot searches, Verifying
identify for court records, and comparing school Surveillance camera Images to known child
molesters.
Security/Counter terrorism: Access control, comparing surveillance images to Known
terrorists.
Immigration: Rapid progression through Customs.
Legislature: Verify identity of Congressmen prior to vote.
Correctional institutions/prisons: Inmate tracking, employee access.
Hari

COMMERCIAL USE
Day Care: Verify identity of individuals picking up the children.
Missing Children/Runaways Search surveillance images and the internet for missing
children and runaways.
Gaming Industry: Find card counters and thieves.
Residential Security: Alert homeowners of approaching personnel.
Internet, E-commerce: Verify identity for Internet purchases.
Healthcare: Minimize fraud by verifying identity.
Benefit payments: Minimize fraud by verifying identity.
Voter verification: Minimize fraud by verifying identity.
Banking: Minimize fraud by verifying identity.
CONCLUSION
The most talked about network, the internet, had thrown light on many unexplored
avenues. Security is one such avenue that forms the thumb rule for every application on the
internet. The technology to recognize human faces is implemented using neural network and
the thumbnails are successfully recognized thus proving it to be one of the best approaches
till date.
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