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 1.   INTRODUCTION

Nowadays, the demands of  bandwidth  for telecommunication networks are rapidly increasing world wide due to the increase in no. of users in communication networks. Also the new services with higher bandwidth requirements are developing which leads to the data traffic.

                  Therefore, many questions & problems regarding to above are arising like ,design & planning of such n/ws , performance & cost evaluation, development of operation & management concepts etc. WDM is a key technique to exploit the fibre bandwidth.

                 WDM has been considered as an ideal solution to extend the capacity of optical n/ws without drastically changing the fibre infrastructure. WDM can provide a virtual point-to-point link to each end-user over a PON (Passive Optical Network) without completed MAC (Media Access Control)

Protocol, which simplifies tasks of n/w mngt., protection & security to the level of traditional point-to-point n/ws.

                 WDM divides the available fibre BW into WDM channels , called as wavelengths. A wavelength convertor is a device which allows the optical signal on a wavelength to be converted into another wavelength.

                WDM burst switching is an attempt at a new synthesis of  optical & electronic  technologies , which exploit the tremendous BW of optical technology. No other technology can offer such vast BW capacities. WDM is treated as collection of channels with similar properties of electronic packet-switched circuits with customary buffering & other features of electronic packet switching.

2.  WAVELENGTH   DIVISION   MULTIPLEXING

Today, most of the telecommunication networks apply fiber optics transmission carrying SDH (Synchronous Digital Hierarchy) or 

SONET (Synchronous Optical Network) signals. To overcome the problems arising due to increasing bandwidth demand, one solution is to install more fibers along a link. But will increase required equipment and therefore cost.

               Another very promising approach to increase link capacity is WDM. With WDM , multiple wavelength channels are carried over a single fiber without any interference.

2.1 Necessity of WDM :=>

 Why WDM-based Optical Access ?

            [A] Requirements of future :  Since Different services have different requirements for throughput, delay, delay variations and bit-error rate (BER) the Quality Of Service (QoS)  guarantees will become a critical issue. This is the requirement of future optical access, which is very challenging.

      [B] Comparision of WDM-PON to Point-to-Point networks and TDM-PON :
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         In pt-to-pt n/ws, each end-user is connected to a central office (CO) through a dedicated fiber. So there is no need for time-domain media access control protocols , which makes n/w upgrade with new protocols & higher capacity. The overall system & maintenance cost can be predicted considering the amount of new fiber to be installed & complicated cabling inside the CO.

         In TDM-PON, some of the fibers are shared by end-users. Only low cost passive power splitters are on the light paths between CO & end users. It reduces maintenance cost. Any change in line rate & frame format for upgrade, we have to change MAC protocol & all the equipments in the n/w.

      WDM has same PON architecture & shares many benefits of TDM-PON. WDM efficiently exploits the large capacity of optical fiber without much change in infrastructure & can provide a virtual pt-to-pt connection to each user. This is totally independent of line rate & frame format.

                                                  3.   Network  Evolution  Scenario

 The optical technologies offer certain advantages for access network and shorter distance n/w like MAN (Metropolitan Area Network) or LAN (Local Area Network).
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Figure 2: Application fields for photonic networks



                        The fig.2 shows the possible evolution scenario. Today, pt-to-pt transmission with a single wavelength channel per fiber is more & more replaced by WDM pt-to-pt transmission. The next step will be to build optical rings with simple Add/Drop Multiplexers (ADMs) which can add and drop single wavelength channels. The first generation of fixed ADM is already announced by several system providers.
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Figure 3: Network evolution scenario




   
Cross-Connects (CCs) are used to achieve more flexibility. CCs allow routing of wavelength channels from various inputs to an arbitrary output. This leads to multiplayer networks in which electrical CCs (ECCs) and optical CCs (OCCs) will be used together.


The fig of network evolution scenario also indicates that the introduction of photonic technologies has to be accompanied by powerful protection and restoration mechanisms.  They are necessary because the bitrates and therefore the amount of information handled by single network elements increase drastically and network operators have to guarantee a high survivability of their networks.
4.   Design issues for WDM-based optical access 

4.1    Frame formats & MAC protocols  :

The choice of frame format & related protocols depends on several factors                   such as interfaces with LAN/MAN & kinds of services and applications to be supported. 

       Currently, the following 3 frame formats are most popular ->

· Asynchronous Transfer Mode (ATM)

· Ethernet

· Generic framing procedure (GFP)

              These defines not only link layer protocol but also the physical  layer  protocol. ATM is well known for its strong support of QoS. Hence it is the first choice for access n/ws where multimedia, real-time traffic as well as non real-time data traffic are served. The slower data rates & large encapsulation overhead for IP packets are the major drawbacks of ATM.

              Ethernet is mainly used by business users. As for QoS, Ethernet provides class of services (CoS), a best effort, limited form of QoS.

              GFP is proposed & specified by both ANSI & ITU-T. It is simple but flexible traffic adaptation mechanism specifically designed to transport either block-coded or packet-oriented data streams over a byte-synchronous communication channel.  

4.2   Light sources for WDM-PON  :

 For successful deployment of WDM access n/w one key component is the laser diode or more desirable the tunable laser diode. The  tunable laser sources not only supports n/w provisioning and reconfigurability, but also minimize the production cost & numbers in stock for back-up.

Several approaches exist to achieve wavelength reconfigurability are :

· Tunable laser diodes , ideally Tunable Vertical Cavity Surface Emitting Diodes (VCSEL).

· Injection-locked Febry-Parot lasers at ONUs.

· Broadband light source ,  such as LED , with spectral slicing.

· ONU contains only a modulator.

         VCSEL have the potential for low-cost mass production, since quality

testing for VCSEL is easy.850nm and 1310nm VCSEL are commercially available.  

          Febry-Parot (FP) laser sources are currently the cheap & ideal solution for PONs. The injection-locked FP lasers is the new research in this. Modulation index, laser bias current and the power of external optical excitation must be carefully chosen to maximize its efficiency .

           Spectral slicing techniques are another approach to permit lower system cost in WDM access n/ws. The transmitter at the ONU side uses the broad-band LED instead of a laser. In such scenario, upstream traffic is multiplexed in the time domain, while downstream traffic uses WDM.

4.3  Video  Broadcasting :

The link length & signal power has to be carefully optimized to ensure good           carrier-to-noise ratio (CNR) equal to greater than 43 dB. The system design using this approach requires WDM filters and additional laser and photodiodes.

4.4  Protection and Restoration :

Since the optical access n/w serves limited number of users as compared to WAN or MAN , the protection and restoration for optical access n/w is still a un-developed field. 

       One way to protect tree-topology PON is to connect ONUs with fiber links. In ring topology, the access network encircles more end users and may be categorized as a metro/access networks. A new way for restoration is a single fiber bi-directional access ring.

4.5   Components and systems  :

Various components and sub-systems are necessary to realize the photonic networks. These are the designing and planning aspects for these networks. The basic components are as follows :

Transmitter

Usually, lasers are used instead of LEDs (Light Emitting Diodes). The lasers allow a higher power level and smaller transmission spectrum. The lasers can be realized either as semiconductor or as fiber lasers.

Receiver
The basic element of a receiver is a photodetector (PIN or avalanche photodiode). In addition, amplifying elements and a decision circuit may be included.

Multiplexer/Demultiplexer

These components serve to separate (combine) multiple wavelength channels from (to) a single WDM signal. Usually, gratings are used as basic elements.

Filter

Filters are similar to demultiplexers. They allow isolating a single wavelength. For tunable filters, tuning speed and tuning range are important parameters.

Amplifiers

The amplifiers are the key elements for long distance networks. There semiconductor optical amplifiers (SOAs) or fiber amplifiers are available. The EDFAs (Erbium Doped Fiber Amplifiers) are the most famous example. They allow simultaneous amplification of multiple wavelength channels over a spectrum of approximately 30 nm in the 1550 nm range. This range is used for long-distance transmissions due to minimum attenuation of standard fibers.

Regenerator

The regenerator provides reshaping and retiming of the signal. These elements are very important in digital networks. They allow to reproduce a well-defined signal everywhere in the network. 

Wavelength Converter

Converter are required for wavelength interchanging operations in WDM network nodes. Many network concepts needs less or no converters because they are very expensive and difficult.

Wavelength switches

This holds for very fast , but rather small switches as required for protection switching. For optical packet switching, research has begun but many improvements are still required to achieve solutions competitive to electrical packet switching techniques.

4.6   Wavelength  conversion  :

In WDM networks, the network flexibility is achieved by wavelength conversion. It provides wavelength interchange functionality in switching nodes. Some aspects are listed in the following fig.
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Network  Survivability :

Due to high traffic streams in the optical network, a high survivability of such networks must be given by the network operators. Among many schemes, the protection and restoration schemes can be distinguished. The protection schemes are based on pre-planned spare capacities. These are assigned to the network resources “in advance”. While the restoration schemes try to restore affected traffic after a failure by rerouting.

           In WDM networks, protection and restoration mechanisms can work

on a fibre level or on a wavelength channel level. To integrate survivability aspects into a planning process, different strategies are available:
1. In the “two-step approach”, the network is first planned without any spare capacities. They are added in a separate step.

2. Integrated approach method provides chances to find better network solutions from higher complexity.

3. The “level of survivability” is expressed as an objective function element and thus included into the optimization process.

4. “Design rules” are applied during planning. This leads to certain properties of network, which guarantee the desired survivability.

It should be noted, that different service types may require different levels of survivability in the network.

5. WDM Burst Switch Network

WDM burst switching is the technique to exploit the tremendous bandwidth of optical technology. It uses electronics for management and control. It uses sophisticated routing and resource management mechanisms to enable efficient usage of the optical bandwidth. It provides the flexibility needed for direct support of standard data communication protocols, like IP. WDM burst switching combines optical data paths and electronic control to enable very high capacity routing switches.

5.1  Operational principles  :

Burst switching systems assign user data burst to channels in WDM links. That provide efficient statistical multiplexing of high rate data channels. The transmission links in a burst network carry multiple WDM channels, which can be dynamically assigned to user data bursts. One channel is reserved for control information. The information in the control channel is interpreted by the control portion of the switching systems. While the data channels are switched through transparently with no examination and interpretation of data. This separation of control and data simplifies the data path implementation, facilitating optical implementation. When an end system has a burst of data to send, an idle channel on the access link is selected, and the data burst is sent on the idle channel. 

       Before the burst transmission begins, a Burst Header Cell (BHC) is sent on the control channel. It specifies the channel on which the burst is transmitted and it also specifies the destination of the burst. After receiving the BHC , the burst switch selects an outgoing link. This outgoing link leads towards the  desired destination channel which is idle. Then it establishes a path between the specified channel on the access link and the channel is selected to carry the burst.
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         It also forwards the BHC on the control channel of the selected link, after modifying the cell to specify the channel on which the burst is being forwarded. This process is repeated at every switch along the path to the destination. The BHC includes an Offset Field. It specifies the time between the transmission of the first bit of the BHC and the first bit of the burst. The BHC also includes a Length Field. It specifies the amount of data in the burst. These are used to schedule the setup and release of paths through the switch and the outgoing channels. As bursts and BHCs propagate, the offset is updated to reflect any differences in the data and control path delays.

6. Optical  Burst  Switch  Network

Optical burst switch is a suitable technique to support the bursty IP data grams over the future all-optical networks. Due to number of technological constraints such as the limited optical buffering or the difficulty in switching light pulses using light as control , Optical Burst Switching (OBS) is a viable alternative to all optical packet switches. 
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The optical burst network consists of edge nodes and core nodes. A control packet precedes every data burst. The control packet and its corresponding data burst are launched at the source edge routers and separated by a small time interval. This time interval is determined at the time the control packet is launched at the source. The control packet contains  the information required to route the data burst through the network, the length of the corresponding data burst, and the offset time value.


The successful design and deployment of such an OBS network requires a solid management system. Especially for the OBS edge node, the management involves not only the new optical burst traffic, but also the regular IP packets. Because the edge router performs a series of burst or packet processing. This edge router is an interface between the regular IP router and the OBS backbone. To model the OBS network more like a regular IP data network, the management information model and the structure of corresponding Management Information Base (MIB) is used. 

6.1 Functional Architecture :

In optical burst switching, multiple regular IP packets with the same destination are buffered in the source edge routers to form a data burst, also called the Burst Packet (BP). The control information of how to route and switch this data burst at the intermediate nodes is carried in a separate packet called the Burst Header Packet (BHP). The BHP is sent separately from the associated BP. It is usually send ahead by a small time interval to announce the upcoming of this BP. The control plane of the switching system then interprets the BHP, and routes the BP through transparently with no examination or interpretation of the data.


This separation of control and data simplifies the data plane of the switching system. This also makes the implementation of all-optical burst switching very cost-effective.


In addition , the implementation approach of the OBS edge node uses a special control packet (CP) . It carries the control information , which is necessary for the OBS network to complete Operation, Administration and Maintenance (OAM) functions such as the protection and restoration. CPs are generated only when necessary and not associated with BPs or BHPs.

     Considering the following operations that an OBS edge router needs to perform : =>

· Assemble regular IP packets into bursts based on some specific criteria such as the egress OBS edge node at destination field of the IP packets or the Quality of Service (QoS) based map channels.

· Generate and schedule the BHP for each BP.

· Convert the traffic outgoing to the OBS network from electrical signal into optical domain and multiplex them into WDM wavelength.

· Demultiplex the incoming wavelength channels and perform O/E conversion on the traffic received.

· Disassemble received bursts into regular IP packets.

· Receive and forward IP packets to the regular IP routers connected.

          The OBS node has optical components related to WDM transport, such as  optical receiver , optical transmitter, optical multiplexer and de-multiplexer .The OBS edge node converts signals between electrical and optical domain for both BP and BHPs.

6.2 Management Information Layer :

The optical burst layer has three kinds of packets: BPs, BHPs and CPs. Generally, BHPs and CPs are transmitted separately  from BPs. 

       The fig. shows the management information in the OBS  edge node.
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Fig. 3. Management information flow in the OBS network




The Optical Multiplex Section (OMS) layer contains the management information that will be terminated between the optical multiplexers. All control information about the links between any two segments will be represented at the Optical Transmission Section (OTS) layer. The Optical Channel (OCh) layer refers to the wavelength channels within each fiber, including BP, BHP and CP channel.

6.3 Managed  Object  Classes :

The management object class is an object-oriented abstraction of a specific physical or logical component that needs management functions.

MIB structure of SNMP (Simple Network Management Protocol)  management interface :-


The MIB is a virtual information store. The data in MIB is an abstract representation of the resources and their functions in the edge node. It is the collection of managed objects. These objects has attributes, generates event reports, and performs actions requested by an external operation system (OS).


A public MIB provides a standardized MIB. So that various management applications from different equipment vendors can perform some basic operations.  The private MIB defines the managed objects that model the functions and resources that are specific to OBS network edge nodes. The miscellaneous group in the private MIB of OBS may include parameters related to the following IP protocols for processing the regular IP packets. 

· TCP ¾ Transmission Control Protocol

· UDP ¾ User Datagram Protocol

· PPP ¾ Point-to-Point Protocol.

· IPv4 or IPv6

· BGP ¾ Border Gateway Protocol

· IP forwarding

· MPLS or OSPF

The private MIB structure for edge node is :
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There are many further efforts remaining to be made to understand, enrich and complete this information model.   

7. Advantages of using WDM :

· Each wavelength can operate at a relatively low bitrate (e.g.2.5Gbits).
· Due to the multichannel amplifiers simultaneous amplification of multiple wavelength channels is possible which leads to a drastic reduction of  amplification cost for a n/w.
· Longer transmission distances can be achieved because of the lower bitrates per wavelength.
· System scalability is simplified due to the possibility of adding additional wavelengths without the necessity of changing the existing equipment.
· WDM provides the facility of optical-by-passing i.e. traffic passes a transit node in the optical domain without requiring electronic switching equipment .
8.CONCLUSION

The WDM optical network is a key technology to efficiently use the huge bandwidth available on fibers. The choice of frame format and specific WDM technology, light sources for WDM-PON technology and protection and restoration , discussed in this report , are critical in upgrading from TDM to WDM-based optical access. The units, which must merge the data traffic onto the network must be flexible, small and cost-effective. 


The structure of management information base provides a virtual data structure for managing the requests, responses associated with the attributes and operations of the managed objects inside the OBS edge node. 


The discussion shows that many problems are still have to be solved to achieve efficient network solution. Also many questions are there concerning with the operation and management of optical networks.  Due to the large transport capacities, these networks are an essential part of the telecommunications infrastructure required for the future information society.
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