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TAPI 3.0 Rendezvous Controls

The Rendezvous Controls are a set of COM components that abstract the concept of a conference directory, providing a mechanism to advertise new multicast conferences and to discover existing ones. They provide a common schema (SDP) for conference announcement, as well as scriptable interfaces, authentication, encryption, and access-control features. See Figure 18.
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Figure 18. Joining a conference, using the Rendezvous controls
The user may add, delete, and enumerate multicast conferences stored on an ILS Conference Server through the Rendezvous controls. These controls manipulate conference data through the Lightweight Directory Access Protocol (LDAP).

Joining a conference is illustrated in Figure 18 above. The conferencing application uses the Rendezvous controls to obtain session descriptors for the conferences that match the user's criteria (1,2). Access control lists (ACLs) protect each of the stored conference announcements, and whether or not an announcement is visible and accessible depends upon the user's credentials.

Once the user has chosen a conference (3), the user application searches for all Address objects that support the address type Multicast Conference Name. The application then uses the conference name from the SDP descriptor as a parameter to the Create Call method of the appropriate Address object (4), passes the appropriate Terminal objects to the returned Call object, and calls Call->Connect.

The Rendezvous controls store the conference information on an ILS Conference Server in a format defined by the Session Description Protocol (SDP), an IETF standard for announcing multimedia conferences. The purpose of SDP is to publicize sufficient information about a conference (time, media, and location information) to allow prospective users to participate if they choose. Originally designed to operate over the Internet MBONE (IP Multicast Backbone), SDP has been integrated by TAPI 3.0 with the Windows 2000 Active Directory, thus extending its functionality to local area networks.

An SDP descriptor advertises the following information in Figure 19 about a conference:
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Figure 19. General SDP attributes
Quality of Service

In contrast to traditional data traffic, multimedia streams, such as those used in IP telephony or videoconferencing, may be extremely bandwidth- and delay-sensitive, imposing unique quality-of-service (QoS) demands on the underlying networks that carry them. Unfortunately, IP, with a connectionless, best-effort delivery model, does not guarantee delivery of packets in order, in a timely manner, or at all. In order to deploy real-time applications over IP networks with an acceptable level of quality, certain bandwidth, latency, and jitter requirements must be guaranteed and met so that multimedia traffic can coexist with traditional data traffic on the same network.

Bandwidth: Multimedia data, and in particular video, requires orders of magnitude more bandwidth than traditional networks can handle. An uncompressed NTSC video stream, for example, can require upwards of 220 megabits per second. Even compressed, a handful of multimedia streams can completely overwhelm any other traffic on the network.

Latency: The amount of time that a multimedia packet takes to get from the source to the destination (latency) has a major impact on the perceived quality of the call. There are many contributors towards latency, including transmission delays, queuing delays in network equipment, and delays in host protocol stacks. Latency must be minimized in order to maintain a certain level of interactivity and to avoid unnatural pauses in conversation.

Jitter: In contrast to data traffic, real-time multimedia packets must arrive in order and on time to be of any use to the receiver. Variations in packet arrival time (jitter) must be below a certain threshold to avoid dropped packets (and therefore irritating shrieks and gaps in the call). Jitter, by determining receive buffer sizes, also affects latency.

Coexistence: In comparison with multimedia traffic, data traffic is relatively bursty, and arrives in unpredictable chunks (for instance, when someone opens a Web page, or downloads a file from an FTP site). Aggregations of such bursts can clog routers and cause gaps in multimedia conferences, leaving calls at the mercy of everyone on the network (including other IP telephony users). Multimedia bandwidth must be protected from data traffic, and vice versa.

Public-switched telephone networks guarantee a minimum quality of service by allocating static circuits for every telephone call. Such an approach is simple to implement, but wastes bandwidth, lacks robustness, and makes voice, video, and data integration difficult. Furthermore, circuit-switched data paths are impossible to create using a connectionless network such asIP.

QoS support on IP networks offers the following benefits: 

· Support for real-time multimedia applications.

· Assurance of timely transfers of large amounts of data.

· The ability to share the network in a manner that avoids starving applications of bandwidth. 

Quality of Service and TAPI 3.0

Quality of service in TAPI 3.0 is handled through the DirectShow RTP filter, which negotiates bandwidth capabilities with the network, based on the requirements of the DirectShow codecs associated with a particular media stream. These requirements are indicated to the RTP filter by the codecs through its own QoS interface. The RTP filter then uses the COM Winsock2 GQoS interfaces to indicate, in an abstract form, its QoS requirements to the Winsock2 QoS service provider (QoS SP). The QoS SP, in turn, invokes various QoS mechanisms appropriate for the application, the underlying media, and the network, in order to guarantee appropriate end-to-end QoS. These mechanisms include: 

· The Resource Reservation Protocol (RSVP)

· Local Traffic Control: 

· Packet Scheduling

· 802.1p

· Appropriate Layer-2 signaling mechanisms 

· IP Type of Service and DTR header settings 

Enterprise Deployment of TAPI 3.0 IP TELEPHONY Infrastructure

TAPI 3.0 has been designed to scale from the smallest business up to the largest organizations, while taking advantage of the Windows 2000 Active Directory to bring IP telephony to the enterprise.

Enterprise Layout for TAPI 3.0 IP TELEPHONY

Figure 26 below illustrates the enterprise layout for a sample enterprise with two sites connected through the Internet. The ILS Dynamic Directory Servers and the ILS Dynamic Directory Conference Server, as explained above, provide functionality for point-to-point and multiparty conferencing. IP telephony clients can use video and audio capture equipment and can also support legacy telephones through the use of a PSTN add-in card.
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Figure 24. Enterprise layout for IP telephony
The IP/PSTN gateway digitizes incoming analog voice calls from PSTN lines and encapsulates them in H.323 streams, and vice versa, providing users with the ability to send and receive legacy voice calls through existing telephony infrastructure.

The H.323 Proxy allows H.323 clients to have connectivity with the Internet by forwarding H.323 streams through the enterprise firewall. This enables H.323 Internet, intranet, and business-to-business connectivity.

The function of the IP Multicast Proxy is somewhat similar to that of the H.323 Proxy—to forward multicast conference packets, but it also furnishes clients with the ability to propagate selected conference announcements to and from the Internet.

The IP Multicast Proxy monitors conference announcements stored on the ILS Dynamic Directory Conference Server and broadcasts conferences with appropriate scope and security attributes to the Internet, using the Session Announcement Protocol (SAP).

Conversely, the IP Multicast Proxy listens for appropriate conferences from those broadcast over the Internet and populates the ILS Dynamic Directory Conference Server with these announcements. In this manner, the IP Multicast Proxy allows users conference connectivity over the Internet while ensuring the confidentiality and security of private conferences.

Windows 2000 Active Directory Layout for IP TELEPHONY

As discussed earlier, the H.323 TSP uses the services of the ILS Dynamic Directory component of the Active Directory to remove the burden of name-to-IP translation from the user.

At the network level, the Windows 2000 Active Directory model treats an organization as a collection of sites. Sites are regions of good connectivity, such as subnets or LANs, and typically correlate with physical locales, such as campuses.

For bandwidth and performance reasons, ILS servers are typically distributed across the enterprise, one per site, with each ILS server (or a replicating cluster of servers) being responsible for maintaining user-to-IP mappings for their site. To conserve bandwidth, these volatile mappings are not replicated across sites.

TAPI 3.0 uses the Active Directory to associate users with particular ILS servers. Users wishing to place an IP telephone call first consult the Global Catalog (a replicated subset of the Active Directory) for the User object of the person they wish to call. The Telephony container in the User object contains the name of the ILS server for that user's site, which is then queried for the IP address in question. See Fig
[image: image4.png]Redmand
(I

Router

John Registers his
ILS server name.
with the Global

Catalog

i}

San Francisca

Low Bandwidth

/

WAN Cloud

WAN Link

\

[

Router

‘Active Directory’
Global Catalog





Figure 25. IP te File Transfer: With the file transfer capability, a user can send a file in the background to one or all of the conference participants. When one user drags a file into the main window, the file is automatically sent to each person in the conference; they can then accept or decline receipt. This file transfer capability is fully compliant with the T.127 standard.

Whiteboard: Multiple users can simultaneously collaborate using the whiteboard to review, create, and update graphic information. The whiteboard is object-oriented (versus pixel-oriented), enabling participants to manipulate the contents by clicking and dragging with the mouse. In addition, they can use a remote pointer or highlighting tool to point out specific contents or sections of shared pages.

Chat: A user can type text messages to share common ideas or topics with other conference participants or record meeting notes and action items as part of a collaborative process. Participants in a conference can also use chat to communicate in the absence of audio support. A whisper feature lets a user have a separate, private conversation with another person during a group chat session.

CONCLUSION

IP telephony is an emerging set of technologies that enables voice, data, and video collaboration over existing IP-based LANs, WANs, and the Internet. TAPI 3.0 is an evolutionary API that supports convergence of both traditional PSTN telephony and telephony over IP networks.IP telephony allows organizations and individuals to lower the costs of existing services, such as voice and broadcast video, while broadening their means of communication to include modern video conferencing, application sharing, and whiteboarding tools. So, the crowd is moving towards the digitalized media to save cost and also to maintain flexibility and integrity of the services.  
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Figure 3. TAPI architecture
There are four major components to TAPI 3.0: 

· TAPI 3.0 COM API

· TAPI Server

· Telephony Service Providers

· Media Stream Providers 

In contrast to TAPI 2.1, the TAPI 3.0 API is implemented as a suite of COM objects. Moving TAPI to the COM model allows component upgrades of TAPI features. It also allows developers to write TAPI-enabled applications in any language.

The TAPI Server process (TAPISRV.EXE) abstracts the TSPI (TAPI Service Provider Interface) from TAPI 3.0 and TAPI 2.1, allowing TAPI 2.1 Telephony Service Providers to be used with TAPI 3.0, maintaining the internal state of TAPI.

Telephony Service Providers (TSPs) are responsible for resolving the protocol-independent call model of TAPI into protocol-specific call-control mechanisms. TAPI 3.0 provides backward compatibility with TAPI 2.1 TSPs. Two IP Telephony service providers (and their associated MSPs) ship by default with TAPI 3.0: the H.323 TSP and the IP Multicast Conferencing TSP, which are discussed below.

TAPI 3.0 provides a uniform way to access the media streams in a call, supporting the DirectShowTM API as the primary media-stream handler. TAPI Media Stream Providers (MSPs) implement DirectShow interfaces for a particular TSP and are required for any telephony service that makes use of DirectShow streaming. Generic streams are handled by the application.

Call Control Model

There are five objects in the TAPI 3.0 API, as illustrated in Figure 4: 

· TAPI

· Address

· Terminal

· Call

· CallHub 
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Figure 4. TAPI 3.0 object relationships
The TAPI object is the application's entry point to TAPI 3.0. This object represents all telephony resources to which the local computer has access, allowing an application to enumerate all local and remote addresses.

An Address object represents the origination or destination point for a call. Address capabilities, such as media and terminal support, can be retrieved from this object. An application can wait for a call on an Address object or can create an outgoing call object from an Address object.

A Terminal object represents the sink, or renderer, at the termination or origination point of a connection. The Terminal object can map to hardware used for human interaction, such as a telephone or microphone, but can also be a file or any other device capable of receiving input or creating output.

The Call object represents an address's connection between the local address and one or more other addresses (This connection can be made directly or through a CallHub). The Call object can be imagined as a first-party view of a telephone call. All call control is done through the Call object. There is a Call object for each member of a CallHub.

The CallHub object represents a set of related calls. A CallHub object cannot be created directly by an application—it is created indirectly when an incoming call is received through TAPI 3.0. Using a CallHub object, a user can enumerate the other participants in a call or conference, and possibly (because of the location independent nature of COM) perform call control on the remote Call objects associated with those users, subject to sufficient permissions. See Figure 5.
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Figure 5. Call and CallHub object relationships
Using TAPI Objects

To place a call

1. Create and initialize a TAPI object.

2. Use the TAPI object to enumerate all available Address objects on a computer (for example, network cards, modems, and ISDN lines).

3. Enumerate the supported address types of each Address object (for example, a phone number, IP address, and so on).

4. Choose an Address object, based on queries for support for appropriate media (audio, video, and so on) and address types.

5. Use the CreateCall method of the Address object to create a Call object associated with a particular address.

6. Select appropriate Terminals on the Call object.

7. Call the Connect method of the Call object to place the call. 

To answer a call

1. Create and initialize a TAPI object.

2. Use the TAPI object to enumerate all available Address objects on a computer (for example, network cards, modems, and ISDN lines).

3. Enumerate the supported address types of each Address object (for example, a phone number, IP address, etc.).

4. Choose an Address object, based on queries for support of appropriate media (audio, video, and so on) and address types.

5. Register an interest in specific media types with the appropriate Address object.

6. Register a call event handler (that is, implement an ITCallNotification interface) with the Address object.

7. TAPI notifies the application of a new call through ITCallNotification and creates a Call object.

8. Select appropriate Terminals on the Call object.

9. Call the Connect method of the Call object to place the call.

10. Call the Answer method of the Call object to answer the call. 

H.323 Communications in TAPI 3.0

H.323 is a comprehensive International Telecommunications Union (ITU) standard for multimedia communications (voice, video, and data) over connectionless networks that do not provide a guaranteed quality of service, such as IP-based networks and the Internet. It provides for call control, multimedia management, and bandwidth management for point-to-point and multipoint conferences. H.323 mandates support for standard audio and video codes and supports data sharing through the T.120 standard. Furthermore, the H.323 standard is network-, platform-, and application-independent, allowing any H.323-compliant terminal to interoperate with any other. See Figure 6.
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Figure 6. H.323 architecture
H.323 allows multimedia streaming over current packet-switched networks. To counter the effects of LAN latency, H.323 uses as a transport the Real-time Transport Protocol (RTP), an IETF standard designed to handle the requirements of streaming real-time audio and video over the Internet.

The H.323 standard specifies three command and control protocols: 

· H.245 for call control

· Q.931 for call signaling

· The RAS (Registration, Admissions, and Status) signaling function 

The H.245 control channel is responsible for control messages governing operation of the H.323 terminal, including capability exchanges, commands, and indications. Q.931 is used to set up a connection between two terminals, while RAS governs registration, admission, and bandwidth functions between endpoints and gatekeepers (RAS is not used if a gatekeeper is not present). See below for more information on gatekeepers.

H.323 defines four major components of an H.323-based communication system: 

· Terminals

· Gateways

· Gatekeepers

· Multipoint Control Units (MCUs) 

Terminals are the client endpoints on the network. All terminals must support voice communications; video and data support is optional.

A Gateway is an optional element in an H.323 conference. Gateways bridge H.323 conferences to other networks, communications protocols, and multimedia formats. Gateways are not required if connections to other networks or non-H.323-compliant terminals are not needed.

Gatekeepers perform two important functions that help maintain the robustness of the network: address translation and bandwidth management. Gatekeepers map LAN aliases to IP addresses and provide address lookups when needed. Gatekeepers also exercise call-control functions to limit the number of H.323 connections and the total bandwidth used by these connections, in an H.323 zone. A gatekeeper is not required in an H.323 system; however, if a gatekeeper is present, terminals must make use of its services. See Figure 7.
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Figure 7. H.323 components
Multipoint Control Units (MCU) support conferences between three or more endpoints. An MCU consists of a required Multipoint Controller (MC) and 0 or more Multipoint Processors (MPs). The MC performs H.245 negotiations between all terminals to determine common audio and video processing capabilities, while the Multipoint Processor (MP) routes audio, video, and data streams between terminal endpoints.

Any H.323 client is guaranteed to support the following standards: H.261 and G.711. H.261 is an ITU-standard video codec designed to transmit compressed video at a rate of 64 Kbps and at a resolution of 176x44 pixels (QCIF). G.711 is an ITU-standard audio codec designed to transmit A-law and µ-law PCM audio at bit rates of 48, 56, and 64 Kbps.

Optionally, an H.323 client may support additional codecs: H.263 and G.723. H.263 is an ITU-standard video codec based on and compatible with H.261. It offers improved compression over H.261 and transmits video at a resolution of 176 x 44 pixels (QCIF). 
ip-PSTN Gateway 

IP-Telephony permits the integration of data networks and information with the traditional public switched telephone network (PSTN) through the configuration of IP-PSTN gateways. IP-PSTN gateways are configured as part of an enterprise's IP telephony network. Client support of IP-PSTN gateways is provided through the H.323 protocol. 

Figure 8. shows an example of a PSTN gateway. 
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Figure 8. A PSTN Gateway 

For example, a call from an IP telephony client to a conventional telephone would be routed on the IP network to the IP-PSTN gateway, which would translate H.323 signaling to conventional telephone signaling and route the call over the conventional telephone network to its destination. 

H.323 Proxy 

In enterprises where firewalls have been implemented for IP security, but IP telephony through the H.323 protocol is desired, an H.323 proxy can be used. Any IP telephony client needing to connect to users outside the firewall must specify the name or IP address of the H.323 proxy server. 

Integration with the Windows 2000 Active Directory

H.323 telephony is complicated by the fact that a user's network address (in this case, a user's IP address) is highly volatile and cannot be counted on to remain unchanged between H.323 sessions. The TAPI H.323 TSP uses the services of the Windows 2000 Active Directory to perform user-to-IP address resolution. Specifically, user-to-IP mapping information is stored and continually refreshed using the Internet Locator Service (ILS) Dynamic Directory, a real-time server component of the Active Directory.

The following user scenario illustrates IP address resolution in the H.323 TSP: 

1. John wishes to initiate an H.323 conference with Alice, another user on the LAN. Once Alice's video conferencing application creates an Address object and puts it in listen mode, Alice's IP address is added to the Windows 2000 Active Directory by the H.323 TSP. This information has a finite time-to-live (TTL) and is refreshed at regular intervals through the Lightweight Directory Access Protocol (LDAP). See Figure 9. 
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Figure 9. Alice registers and refreshes her IP address 

2. John's H.323 TSP then queries the ILS Dynamic Directory server for Alice's IP address. Specifically, John queries for any and all RTPerson objects in the directory associated with Alice. See Figure 10. 
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Figure 10. John queries for Alice's IP address 

3. With Alice's up-to-date IP address, John initiates an H.323 call to Alice's computer, and H.323-standard negotiations and media selection occurs between the peer TSPs on both computers. Once capability negotiations have been completed, both H.323 Media Stream Providers (MSPs) construct appropriate DirectShow filter graphs, and all media streams are passed off to DirectShow to handle. The conference then begins. See Figure 11. 
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