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ABSTRACT

Virtual reality is attracting great deal of attention. It’s use depends on having extremely low response times of virtual environment to user interaction.  Applying virtual reality to finite element analysis(FEA) and executing interactive FEA provide an interface  to implement comprehensive and intuitive approach.  Java 3d API is chosen as software tool for developing  interactive FEA.  Also, using virtual reality it is possible to develop a virtual environment display for research and rehabilitation of balance disorders, called Balance NAVE (BNAVE). The BNAVE is promising tool for rehabilitation. The system uses four PC’s, three stereoscopic projectors, and the three rear- projected screens. There are many fields of our daily life uses concept of Virtual reality, such as Entertainment, Education, Science, Medical, Defense. Etc. Virtual Reality Simulators are used for training in medical science as well as in military and in many other fields.

1.INTRODUCTION TO VIRTUAL REALITY



1.1   What it VR? [1] 

 Virtual Reality (VR) is popular name for an absorbing, interactive, Computer-mediated experience in which person perceives a synthetic(simulated) environment by means of special human-computer interface  
Equipment. It interacts with simulated objects in that environment as

 If they were real. Several persons can see one another and interact in shared

Synthetic environment such as battlefield.

Virtual Reality is a term used to describe a computer generated virtual 

Environment that may be moved through and manipulated by a user in real time. A virtual environment may be displayed on a head-mounted display, a computer monitor, or a large projection screen. Head and hand tracking systems are employed to enable the user to observe, move around, and manipulate the virtual environment. 

1.2 Enactive mark of Virtual Reality 
 The main difference between VR systems and traditional media (such as radio, television) lies in three dimensionality of Virtual Reality structure.
Immersion, presence and interactivity are peculiar features of Virtual reality that draw it away from other representational technologies. Virtual reality does not imitate real reality, nor does it have a representational function. Human being’s have inability to distinguish between perception, hallucination, and illusions.

VR has grown into a new phase and becomes a distinct field in world of computing. The utility of VR has already been researched in car design, robot design, medicine, chemistry, biology, education, as well as in building design and construction (Whyte ,j. et al., 1999).

1.3 Technologies [1]                

 Four technologies are crucial for VR:

· The visual displays that immerse the user in virtual world and that block out contradictory sensory impressions from the real world; 
· The graphics rendering system that generates at, 20 or 30 frames per second. The ever changing images; 

· The tracking system that continually reports the position of user’s head and 
Limbs 
· The database construction and maintenance system for building design

1.4 Types of Virtual reality systems [2]
    Basically there are three main types of Virtual reality systems:  fully    immersion system, semi-immersion, and non-immersion.
· Fully Immersive VR: To achieve this, the user has to employ a head mounted display (HMD).   A sense of full immersion is achieved because the display provides a visual image wherever the user is looking, i.e. it provides a 360( field of view. Of course the sense of immersion is a function of the quality of the display, in terms of image resolution, field of view, update rate, image lags, etc.

· Semi-Immersive VR: This is based on a fixed wide angle display system in excess of 60(, provided by either

· A large screen monitor,

· A large screen TV projector, or

· Achieve a sense of non-real time; where processes on Earth can be presented in slow or fast time

· Achieve a high degree of interaction that can equal or exceed that achievable in the real world

· Interact in a completely natural and intuitive manner with the synthetic Digital Earth environment

· Repeat the task until the desired level of proficiency or skill has been achieved

2. Interactive Finite Element Analysis Using Virtual Reality


2.1   Introduction
     Definition :> FEA: A mathematical technique for modeling dynamic Stresses in an object are called Finite Element Analysis.[2]

     The Finite Element Method (FEM) and Finite Element Analysis [3] (FEA) were created in late 1940’s .FEA and FEM were created as a Structural analysis tool that was to assist aerospace engineers to  

     Design better aircraft structures. FEA & FEM has been used in Civil,Mechanical,Geotechnique,Environment, Biomechanics engineering, As well as in many other areas. In conventional approach, the way to express a  Design a before the construction is finished is to use 2D or 3D drawings, which are drawn on 2D paper .Current CAD and AutoCAD, can do semi-real-timeVisualization and rendering of the 3D data on computer display system.  
     It is usually difficult to imagine a complex building before it is

   Constructed. VR system present a new method to show the ideas in a realistic

   3D world. In this world, the architect and end user can discuss how the 

   Building will look like before it is contructed. Engineers can see abstract        Data, stress, strain, which is needed to be visualized in a “concrete and real” way.  Constructor can choose a better way to finish construction of the building .For Developing FEA in VR needs a detailed understanding of analysis and design       

   In 3D world. Apart from using VR in interactive FEA in building and

    Construction industry, it can be also used in education of engineering students, 

    To give students better understanding of the FEA technique.         
2.2 A comparison of Java 3D API with DVISE
As VR technique available for VR/VE applications, toolkits and software system were produced to support developing applications in VR system.

      To perform a general application in VR, a software tools needed to fulfill following requirements

· Easy modeling and object loading.

· Rapid rendering.

· Navigation and examination of the world.

· Graphical User Interface (GUI).

· Cross platform that support NT, Linux, SGI, hardware support for VR ie.such as HMD, CUBE/CAVE.

Aditional functions needed for effective software tools 

· Substantially reduced FEA times.

· Easy modification of object data, for example changing geometry by reloading

Objects or direct modification.

· Integrate the running of VR program with other programs by using CORBA, JAVA RMI, or high-level techniques. 

Many 3D toolkits provides functions some what we mentioned above, but Java

3D API seems better solution. The Java 3D API from SUN Microsystems was designed with high multithreaded environment in mind. It uses OpenGL or direct 3D, as it’s low level rendering API. It is supported on AIX (IBM UNIX) and on HPUX (HP UNIX). Linux, solaris, NT supports Java 1.2.1 or latest versions.

The Java 3D API also provides very useful supporting classes and utilities. The implementation of Java 3D requires Java 2 platform which is free from SUN microsystem. It provides optimised display speed, and offers a high level, object oriented view of 3D graphics.3D graphical User Interfaces (GUI’s) is supported by Java 3D API. File formats vary from DXF to VRML to 3D’s.The Java 3D API provides supports to exotic hardware, like datagloves, wands, HMD, CUBE/CAVE.

A comparison of DVISE and JAVA 3D API is as follows:

	
	DVISE
	JAVA 3D API

	GUI support 
	 NO
	YES

	Rendering speed 
	Fast 
	Slower

	Object loading 
	Fast loading of nature BGF formats, formats require conversion to BGF formats before use.
	Fast loading from a lotof diff. file formats.

	Os support for VR 
	HP, Sun, SGI,

Windows NT
	AIX (IBMUNIX),

HPUX (HP UNIX), Linux, Solaris, Windows NT

	Easy geometry modification
	NO 
	YES


2.3 Framework of Interactive FEA

FEA packages like ABAQUS, ANSYS support importing geometry from other CAD packages, and have an interactive pre/post processes include modeling, managing, monitoring analysis jobs, and result animation. FEA by Java 3D API will integrate CAD, FEA, and VR to perform real time interactive FEA.

It consist of five components

1. Approximation module: software to provide fast feedback and 

              Results to the user even at the expense of accuracy.

2. FEA module: FEA code to perform analysis.

3. VR module: software to interact with VR world.

4. Visualization module: software to visualize the numerical results from FEA module.

5. Database module: software to handle the input, output and storage of results.

The “Glue” code is needed to make all modules together.

The layout of Interactive FEA framework is as shown below in fig1
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                    Figure   1.     Interactive   FEA     framework   framework 

The main aim of the research in FEA using VR is

· Set up a 3D world for interactie FEA in VR

· Interactively modify input within VR 

· Implement FEA in view of specific requirements of conducting FEA in VR.

2.4 Set up an interactive FEA 3d world using Java 3D API 

2.4.1 Reason’s of Java used as developing tool  

  Following are the features of Java that lead’s to using Java as a development tool
· Simple: Java is easy to learn & use for professional programmers.
· Platform independent: Changes and upgrades in operating systems, processors and system resources will not force any changes in Java program.
· Object oriented: Java is true object-oriented language.
· Portable: Java programs can be easily moved from one computer system to another, anywhere anytime.
· Robust and secure: Java provides memory management, garbage collection. It provides many safeguard to ensure reliable code.
· Distributed: Java is designed as a language for creating applications on networks.
· Multithreaded: multithreaded means handling multiple tasks simultaneously.
· High performance: Java performance is impressive for an interpreted language, mainly due to use of intermediate byte code.
Java has Encapsulation, Polymorphism, and Inheritance principles
2.4.2 The Java 3D API Hierarchy

The Java 3D API is an interface for writing programs and display and interact with 3D graphics .3D geometric objects created and manipulated reside in virtual 

Universe, which is then rendered. The Java renderer is capable of rendering in parallel .The instances of Java 3D objects are put into a scene graph data structure. The scene graph is an arrangement of 3D objects in a tree structure that completely specifies the contents of virtual universe, and how it should it be rendered .The virtual universe is referenced to locale objects, and locale object serves as the root of multiple sub graphs of the scene graph. A Branch Group (BG) object is the root of a sub graph, which has two types: the view branch group

And content branch graph. A content branch graph is assembled from objects to define geometry, behaviors, sound, lights, location, appearance est. view branch group specifies viewing parameter .A transform group (TG) issued in the creation scene graph, which hold geometry and its transformation. Following figure shows scene graph...


[image: image1.wmf]
2.4.3 Framework of the interactive FEA in the Java 3D world

To implement interactive FEA in VR, The Java 3D API is used to set up a 3D world for the VR module.

 The scene graph is as shown in figure 3

Branch Group BG1, BG2, BG3 is the main components for the 3D world. BG1 is used for dynamic reading in the model from the code of the geometry, which can be changed during the interactive procedure. BG2 is mainly used for setting up the static scene by reading the model from 3D’S files or direct coding of geometry, and is used for setting up an environment. BG3 is used for setting up the view platform in the VR world. BGN can be added if more components are needed in the scene graph. 
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Figure 3 Interactive FEA in Java 3D World




3. Virtual Reality in Medical Science



In Medical science, Virtual Reality has very much importance. Virtual Reality technology creates the training simulators where surgeons can develop surgical skills without harming human beings or animals. [4]

3.1 Information visualization 

Medical professionals have access to a volume of information and data formats including MRI (magnetic resonance imaging), CAT (computerized axial tomography), EEG (electroencephalogram), ultrasound and X-rays. VR’s graphics and output peripherals allow users to view large amounts of information by navigating through 3D models. For example, adjusting virtual laser beams on a virtual body and seeing how well they will converge on a tumor can aid radiation planning. In other applications, see-through view glasses can be used to superimpose live ultrasound images of a fetus onto a pregnant woman's abdomen. See-through displays could also be used to view real-time information such as patients' vital signs during surgery. 

3.2 Motion analysis 

The advanced input sensors of VR can be used for motion analysis, rehabilitation and physical therapy. Motion analysis can help train athletes to prevent injuries and improve performance. For example the Boston Red Sox used a data glove to analyze the team's wind up and pitch .In rehabilitation and physical therapy, full body suits may pinpoint motor control problems. Inrehabilitation of Balance disorders BNAVE is promising tool. The system uses four PC’s , three streoscopic projectors, and three rear-projected screens Which surround the patient’s entire field of view[5]. In other applications, virtual environments could be adjusted to the level of the user. For example, it may be easier to learn how to juggle if you started in an environment with reduced gravity. 

 3.3  Modeling 

Advanced 3D modeling tools can be used to develop useful models of the human body and design artificial organs. Medical professionals can use VR to study the body by navigating in and around it. For example a 3D model of leg motion could be used to observe muscle dynamics while peering inside at the joints. Young surgeons could practice operations on VR cadavers; experienced surgeons could learn new techniques. At the University of North Carolina, molecular models help biochemists visualize how well drugs will work by allowing them to maneuver molecules in space and actually feel the resistances between them. 

3.4  Telepresence 

Telepresence techniques could allow surgeons to conduct robotic surgery from anywhere in the world offering increased accessibility to specialists. Prototypes have been tested that let the surgeons experience all the sensory feedback and motor control that would be felt in person [DUTTON92]. Telepresence could also be used to protect the medical professionals form potentially harmful situations such as AIDS exposure and battlefields. 

3.5 Laparoscopic simulator[2]

It was natural development from endoscopes procedures to attempt to pass surgical instruments through abdominal cavity and undertake simple operations.

Such laparoscopic surgery is standard practice throughout the  world for the removal of gall bladders.these procedures ,require surgeons to perform their surgery by looking at video images relayed to monitors from an endoscpe. The instruments are passed  through special sheath that directs them into body’s inferior ,which is inflated using carbon dioxide. The actual hole in the skin and tissue is in the order of 1-3 cm wide –hence the name ‘key-hole surgery’. The surgeons operate the instruments by closely monitoring the images displayed on a monitor.

        The use of video monitor means that surgeons see magnified view of the patient’s interior together with the laparoscopic instruments .In laparoscpic simulator ,a surgeon will be abl to interact with a virtual environment representing a specific part ofhuman anatomy. It will be textured mapped using photographs of real organs and tissue, and move with the natural behavioursassociated with their physical counterparts. Virtual tissue will have to bleed when cut, and react to gravity when coupled from supporting skin and tissue. 

4. Military applications of Virtual Reality 



One of the first areas where virtual reality found practical application is in military training and operations.  As a simulation of reality, as an extension of human senses through telepresence, and as an information enhancer through augmented reality. 

4.1 Virtual Reality in military simulations 

One of the earliest uses of simulators in a military environment was the flight trainers built by the Link Company in the late 1920's and 1930's. These trainers looked like sawed-off coffins mounted on a pedestal, and were used to teach instrument flying. The darkness inside the trainer cockpit, the realistic readings on the instrument panel, and the motion of the trainer on the pedestal combined to produce a sensation similar to actually flying on instruments at night. The Link trainers were very effective tools for their intended purpose, teaching thousands of pilots the night flying skills they needed before and during World War II. 

To move beyond the instrument flying domain, simulator designers needed a way to produce a view of the outside world. The first example of a simulator with an outside view appeared in the 1950's, when television and video cameras became available. With this equipment, a video camera could be 'flown' over a scale model of the large land around an airport, and the resulting image was sent to a television monitor placed in front of the pilot in the simulator. His movement of the control stick and throttle produced corresponding movement of the camera over the terrain board. Now the pilot could receive visual feedback both inside and outside the cockpit. 

The logical extension of the video camera/television monitor approach was to use multiple monitors to simulate the entire field of view from the airplane cockpit. This method is still in use for transport aircraft simulators, where the field of view needs to be only about 180 degrees horizontally and 60 degrees vertically. For fighter aircraft simulators, the field of view must be at least 180 degrees horizontally and vertically. For these applications, the simulator consists of a cockpit placed at the center of a domed room, and the virtual images are projected onto the inside surface of the dome. These types of simulators have proven to be very effective training aids by themselves, and the newest innovation is a project called SIMNET to electronically connect two or more simulators to produce a distributed simulation environment.  Distributed simulations can be used not only for training, but to develop and test new combat strategy and tactics. A significant development in this area is an IEEE data protocol standard for distributed interactive simulations. This standard allows the distributed simulation to include not only aircraft, but also land-based vehicles and ships. Another recent development is the use of head-mounted displays (HMDs) to decrease the cost of wide field of view simulations. 

 4.2 Telepresence for military missions 

Two fairly obvious reasons have driven the military to explore and employ telepresence in their operations; to reduce risk and to increase secrecy. Many aspects of combat operations are very risky, and they become even more dangerous if the combatant seeks to improve his performance. Prime examples of this principle are firing weapons and performing survey of region. To perform either of these tasks well takes time, and this is usually time when the combatant is exposed to fire of an enemy. Smart weapons and remotely- piloted vehicles (RPVs) were developed to address this problem. 

Some smart weapons are autonomous, while others are remotely controlled after they are launched. This allows the shooter and weapon controller to launch the weapon and immediately seek cover, thus decreasing his exposure to return fire. In the case of RPVs, the person who controls the vehicle not only has the advantage of being in a safer place, but the RPV can be made smaller than a vehicle that would carry a man, thus making it more difficult for the enemy to detect. 

 4.3 Military information enhancement 

In a dynamic combat environment, it is imperative to supply the pilot or tank commander with as much of the necessary information as possible while reducing the amount of distracting information. This goal led the Air Force to develop the head-up display (HUD) which optically combines critical information (altitude, airspeed, heading) with an unobstructed view through the forward windscreen of a fighter aircraft. With the HUD, the pilot never has to look down at his instruments. When the HUD is coupled with the aircraft's radar and other sensors, a synthetic image of an enemy aircraft can be displayed on the HUD to show the pilot where that aircraft is, even though the pilot may not be able to see the actual aircraft with his unaided eyes. This combination of real and virtual views of the outside world can be extended to nighttime operations. Using an infrared camera mounted in the nose of the aircraft, an enhanced view of the terrain ahead of the aircraft can be projected on the HUD. The effect is for the pilot to have a 'daylight' window through which he has both a real and an enhanced view of the nighttime terrain and sky. 

4.4 Stinger missile training [2]

A stinger missile-training simulator has been at the TNO physics and electronics laboratory in the Netherlands. The stinger missile is portable and can be operated by a single soldier. By using an immersive VR system, soldiers can practice operating procedures, target identification and acquisition and missile firing. The immersive approach also avoids the use of large dome display system, which have been the traditional approach of integrating the soldiers into an environment.







4.5 Software description 

To implement a flight simulator, we first need to create a 3d environment model which we want to fly around. 

After having a model, the fundamental task of a flight simulator is image rendering. During navigation, the users can control the speed, and the rotation angle of the plane through I/O devices, like 6 DOF mice. At each time frame, the program needs to recompute the plane's position and viewing direction and redraw the image, so an efficient image rendering algorithm is very crucial to flight simulators. Usually, the objects in the model are specified in terms of world coordinates and so is flight's pose. However, to render an image viewed through the plane, all objects coordinates need to be transferred into viewer's coordinate frame to perform the perspective projection. Since a lot of transformations are involved here, this is the next major task behind image rendering. 

To increase the reality of the flight simulator, texture mapping and light modeling could also be included. 

4.6 Advantages VR in flight simulators

· Accuracy: The airport models can be built with great accuracy as they are based upon plans and CAD data used to construct the airport in the first place. They can also be easily updated as the airports are developed with extra runways and terminal buildings.

· Weather effects: Simulation of weather effects was impossible in physical scale models. In the virtual domain it is possible to recreate rain, snow, clouds, fog with effective realism.

· Animated features: The VE can be animated to include other planes, ground vehicles. Animated sequences are used to show radar dishes, the lowering and raising of landing gear and sea states.

· Interaction: In flight simulators, the pilot needs to know when the simulated aircraft touches the runway while taxiing.
4.7  Class recommendations [4] 

Graphics - Obviously, the high-resolution graphics are the most visible part of the flight simulator. From the description above, it should be clear that a good understanding of 3D computer graphics is required. 

Data Structures - To support the high-speed generation of the scenes, a large amount of data must be manipulated, and it must be manipulated in an efficient manner. An understanding of data structures and efficiency is a must. 

Mathematics - Trigonometry is necessary as background to understanding basic graphics. Linear algebra, affined geometry and projective geometry are all necessary when we recomputed the plane's pose and transfer the objects' coordinates between different coordinate frames. Beyond that, advanced topics are being researched such as the use of fractals for scene generation. 

Algorithms - These topics are all inter-related since they are all being used for the same application, a flight simulator. This is a case in point. Algorithm development and analysis skills are used to keep the graphics efficient and must be used in conjunction with the efficient data structures. New algorithms will constantly be developed in data compression and scene generation. 

Software Engineering - New flight simulators are sophisticated software systems. The software can get large, requires many programmers, and must be engineered properly. 

Data Bases - If the flight simulator builds the scene's geometry based on real life geography, a huge database can be necessary to contain all the information. The storage and retrieval of this data must be done in an efficient manner. 
5. Sport and Fitness



Virtual reality offers the potential to enhance sports and fitness by creating realistic simulations and enhancing the experience of indoor exercise. 

Sports simulations can take many forms depending on the purpose of the simulation. Video, computer, and arcade games tend to focus on the strategy of the sport and the "fun" of the competition. Frequently, these types of games offer head-to-head competition between two players and can occasionally involve collaborative teams. Virtual reality concepts are beginning to push the realism of these games by combining three-dimensional design, sound, and high resolution graphics at relatively smooth rendering rates. Typically, these types of game simulations do little to improve a player’s ability in the actual sport. However, as the realism of telepresence increases, the formation of useful mental strategies could improve performance in the actual sport. Examples include Access Software Corporation's Links386 Pro golf for the IBM PC and Sega Corporation's Outrun 2019 driving simulation for the Sega Genesis NTSC video game system. 

A second form of sports simulation involves using virtual reality concepts to physically immerse an individual into competition of a given sport. An example of this is the racquetball simulation implemented through the AutoDesk cyberspace system (Pimentel, 1993). In this simulation, the participant uses a special racquet and a head mounted display in order to play a round of virtual racquetball. One might participate in this form of simulated sport to practice for improvement, to develop coordination, to develop a mental understanding of game strategies, to engage in fitness, or just simply to entertain oneself. 

Depending on the simulated sport, the impacts of physical and visual immersion can require tactile and/or force feedback. This feedback not only creates realism by compensating for muscular movements or indicating contact with objects, but also is required to keep the virtual world from colliding with the real world possibly causing an injury. Most immersive sport simulations, which require tactile feedback, are forced to trade reality for some unnatural adjustment to the sport due to the inadequacy of current hap tic VR technology. In the AutoDesk racquetball simulation example, the physics of the ball trajectory was modified so that the racquetball always returned to the racquet for the next swing, thereby avoiding the problem of how to handle diving or reaching for the ball. 

Most competitive sports do not have adequate ways of simulating the necessary tactile or force feedback, making realistic simulations of physical immersion unachievable in the foreseeable future. It is important, however, to realize that some sports have tactile feedback devices already available in the form of fitness simulation machines. 

At a typical fitness center, one can choose from an array of exercise machines to use. Examples include the exercise bike, treadmill, cross country ski simulator, stair climbing simulator, and rowing machine. Each of these devices provides force feedback for the purpose of repetitive exercise. Clearly, one can visualize an immersive virtual reality system, which increases the pleasure, or decreases the boredom of using these devices by immersing the user in a realistic alternative environment. Such systems indirectly track body movements by monitoring the moving parts on the machine. To many users of repetitive exercise machines, a virtual ride through the Swiss Alps would be more enjoyable than a stationary ride through the local gym, and be worth a small increase in cost. 

The potential economic benefits of merging sports and virtual reality are profitable. The exercise bike has already had one commercially successful venture in the VR direction, the Lifecycle, which can be found in most any upscale fitness center. The Lifecycle model 6500 combines a visual display of hilly terrain with adjusted pedaling resistance conforming to the slope of the incline. In addition, a biofeedback sensor monitors heart rate and adjusts pedaling resistance to keep the heart rate in a predetermined range. An example of a more immersive but experimental system is the AutoDesk cyberspace system adapted to an exercise bike. The user wears a HMD to generate realistic images while feedback from the cycle wheel speed and handlebar direction guide changes to the visual display .

A prominent speaker in the world of telepresence recently said "The exercise bike telepresence system has become something of the Holy Grail of this business right now. Everyone is hoping that they can build one that is cheap enough to go into a mail order catalog." 

The problems of virtual environments for sports and fitness are scene complexity, rendering rates, 3-D sound and tactile/force feedback. The recommended study list in addition to a computer science curriculum includes 3-D graphics, rendering algorithms, scene generation, electrical engineering, mechanical engineering, and a basic understanding of physical fitness, anatomy, and sports medicine.

6.  Architecture



Virtual reality offers the potential to enhance architecture by combining three-dimensional design, head-mounted displays, sound, and movement to simulate a "walkthrough" of a virtual space before the expensive construction on the physical structure begins. Although architects are generally good at visualizing structures from blueprints and floor plans, their clients often are not. Walking through virtual environments provides an opportunity to test the design of buildings, interiors, and landscaping, and to resolve misunderstandings and explore options. 

          The technology supporting the application is an extension of computer-aided design techniques. Texture mapping and dynamic lighting to create a realistic simulation of the structure enhance three-dimensional objects and environments. Complex objects can be moved and altered to simulate real conditions such as the shadows cast by the movement of a lamp. External factors such as impact of sunlight through proposed windows and orientation of the structure can be modified to achieve optimal lighting and natural heating effect. Head-mounted displays, 3D sound, and a mechanism for navigating through the space are among the techniques, which contribute to the illusion of moving through a real structure. 

            There are examples of the use of virtual reality technology in architecture. At the University of North Carolina at Chapel Hill in the mid-1980's a walkthrough project simulated the interior of Sitterson Hall, the proposed design for the computer science building. Subjects who participated in the project, which used detailed graphics, head-mounted display, and a treadmill with bicycle handlebars as a steering mechanism, reported a "cramped feeling" in one part of the lobby. When this was demonstrated to the project planners, the design was changed. 

        In Japan, the Matsushita Corporation developed the Virtual Space Decision Support System.To allow customers to participate in the design of their kitchens (Nomura, 1992). Design meetings are held in advance, and the customer returns later, donning dataglove and goggles, to view the kitchen in a virtual showroom. Clients may open cabinet doors and drawers, turn on the water, hear the birds singing from an open window, and test the placement and convenience of the appliances and work areas. Additionally, virtual reality displays were used by Art+Com Company in Berlin, Germany to build public support for the reconstruction of a major subway station which had been out of use since World War II.

         Virtual reality environments for architectural simulation are complex and expensive. The Matsushita project, for example, was funded in part by the Japanese Ministry of International Trade and Industry which sees potential value in the technology for making products which are responsive to the customer's wishes and which avoid costly mistakes. However, the application offers opportunities for research to test the impact of the technology upon the field and upon the "inhabitants" of the resulting structures, which may help to determine if the costs of building the environments are offset by filtering out design errors.

            The problems of virtual environments for architectural simulation are scene complexity, object complexity, realistic update rates to support fluid movement and viewing from a variety of perspectives, the incorporation of sound to test acoustics, and the capability to support movement of objects as well as the illusion of the individual's movement through the space. Three-dimensional graphics, object-oriented programming, advanced data structures and algorithms, and a basic knowledge of architectural engineering and design are useful skills for developers in these environments. 

                        CONCLUSION
Within a very short period of time Virtual Reality has lost it’s image of a technology looking for a problem, and is now being applied to almost every area of human life .In FEA VR gives better approach to understand the work. The overview of the available VR system and graphic API’s, and the study of the related work show feasibility of the using VR in FEA. Training 

In many fields like Military, Surgery, is possible with help of Simulators Using Vermin construction industry we can visualize any construction before actual construction.     
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