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INTRODUCTION:

The recent explosion in e-business activity and internet commerce has provided organization with unlimited opportunities for developing new information delivery channel. Data is today perceived to be the key asset for many organizations such as banking, stock exchange, government record etc. This has generated an explosive demand for data storage and this demand can be addressed by deploying SAN. The activity to share a single large storage device across many server or application has made SAN an attractive option in today’s market place.

                As organization continue to broaden there reach to business partners and customers around the globe, they expose key IT system to a wider range of potential security threats. Today data theft, fraud, hacker attempts, and human error increasingly threaten security of information exchange within the enterprise and across the public networks, such as the internet. In order to protect the key data stored, storage networking venders are rapidly deploying and developing security frameworks that help ensure safe reliable data processing throughout a storage area networks(SAN).

                 The most common thing to remember about SAN security is that SAN is a network and is vulnerable to the same sorts of vulnerabilities and attacks that more conventional computers are. SAN resources can be protected by physical security and the hosts on the SAN should be expected to meet stringent security requirements. As SAN continue to grow, it will become a bigger target for malicious attackers. In this section we will examine the emergence and evolution of the fiber channel protocol in the context of storage network technology.

What is SAN?
 Storage area network is a dedicated centrally managed infrastructure which enables any to any interconnection of server and storage system. It is basically a high speed network behinds a LAN/WAN networks and is optimized for data I/O operation and storage management. A typical SAN network is shown in figure 1.SAN facilitates universal access and sharing of resources, supports unpredictable information technology growth, provides affordable 24 x 365   availability, and improves information protection and disaster tolerance.
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Figure 1 Conventional Storage System




Some of the advantages of SAN are:
1) Storage area network remove data traffic from the production 
             Network during backup process thus increasing network 
             Performance.
2) Storage area network improve data access as fiber channel connections provides the high speed network communications.

3) Storage area networks helps in centralize management of there storage system and consolidate backups, increasing overall system efficiency.

4) Storage can be added to the network with minimal disruption.  

SAN can be broadly classified into three layers:
 1) Host Bus Adaptors- These refer to the host server that connected to the SAN network. They have the necessary interface to talk to the SAN network. The LANs/WANs will get the necessary information through the HBA
2) SAN Network-   The SAN network is the interconnecting layer between the host servers and actual storage devices. The SAN network may be implemented using switched fabric loop (FC-AL) or point to point topologies. The SAN network components include bridges, adapters; media interface adapters, routers and Gigabit interface converters. Storage area networks enable a number of applications that provides enhanced performance, manageability and scalability. Some of these applications include true data sharing, data vaulting and backup, clustering, data protection and data recovery.

 3)Storage Devices- These refers to the physical storage devices such as disks, RAID, tape drives, optical drives and other physical device where the data can be stored.

DATA ACCESS IN SAN:

Generally a request from a desktop to store/access data will be routed to appropriate application server over a LAN. The application server will do the necessary data processing. As for as the application server is concerned, SAN represents a storage device with so much of storage capacity. The HAB on the application server will route this data to the SAN network over the fiber channel to the actual storage devices.
For the sake of understanding, the SAN can be viewed as an extension to the storage bus concept that enables storage devices and servers to be interconnected using similar elements as in LANs or WANs, routers, gateways, switches.
SAN Architecture:
In a nutshell, SAN is a network of storage devices which are accessed by client application and communicate among themselves using protocols that transport block of data. The first such protocol to be widely used for transferring blocks of data was probably SCSI (small computer simple interface) which was severely handicapped by distance limitations and lack of scalability.
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The current protocol of choice is fiber channel (FC) and most SANs today are characterized by an inter-connection of SAN directors (devices that enable applications servers on external LANs to communicate with the SAN) and SCSI or fiber channel storage devices connected by a fiber channel router or switch. There are myriad SAN solutions tailored for organizations that handle various quanta of data. Intact the topology shown above is for a small SAN, hence the SAN hub.
 Larger SAN installations would typically use a SAN director in its place. It is important to bear in mind that SAN solutions are a combination of software and hardware. Hardware components include SAN directors, SAN hubs, SAN switches and FC/SCSI storage devices. Software solutions include device management utilities, data virtualization and other applications that can be used to manage the data and partition it across domains defined as per user requirement.

Fiber channel: backbone of SAN 
SAN was among the first applications of optical networking and optical networking gear continues to derive a major part of its demand from storage networking. The FC protocol defines block transfer of data not only across firebug also copper cables (hence the way it is splet:”fibre” and not fiber!!) Fiber channel-based storage- area networks(SAN) are ideally suited for data- intensive transactional application such as databases or customer relationship management application apart from traditional backup/restore function, data replication and other techniques for data redundancy which are pivotal to disaster management and recovery.FC being a transport protocol defines interface to established I/O protocols like SCSI-3,HIPPI(high performance parallel interface) and IPI(intelligent peripheral interface) fiber protocol that defines the transport of Skis over FC is called Fiber Channel Protocol(FCP). This is the most popular protocol in current fiber channel SANs FCP is  a standard approved by an ANSI committee(T10).its popularity is attributable to the popularity of SCSI as an I/O protocol combined with the high data rate increased connecting distance(up to 10 km) capabilities of fiber channel at rates of up to 2G.

Interconnecting SANs:
In the case of large organizations with multiple, dispersed physical offices, sharing of data between the SANs local to each unit become important. Optical long haul protocols like DWDM, SONET, and SDH are natural choices for such requirement over metropolitan distances. There exist classes of products that convert FC to these protocols broadly classified as SAN gateways are specifically DWDM gateway etc. increasingly, the connection of choice over long haul connections is IP and mostly over the network of networks, the internet. This has resulted in the development of routers with FC interfaces and the development o f protocols like FCIP and IFCP, which defines the transfer of FC over IP.
Fiber channel topologies:

Fiber channel architecture offers three topologies for SAN design:

1) Point to point

2) Arbitrated loop

3) And switched fabric

All are based on a gigabit speeds, with effective 100 megabyte per second throughput(200 megabyte full duplex) .all three allow for both copper and fiber optic cable plant , although fiber optic is the preferred media due to noise immunity and longer distance support (up to 10 km with a single mode cabling and long wave lasers) .
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Point to point is a simple dedicated connection between two devices and is typically used for minimal server or storage configuration. Hundreds of thousands of point to point have been shipped by various venders, although current SAN are being built primarily with arbitrated loop and fabric switches.
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Arbitrated loop is a shared Gigabit media for up to 126 nodes and 1 fabric attachment. arbitrates loop is analogues token ring , in that two communicating nodes posses the shared media only for the duration of a transaction and then yield control to other nodes. Arbitrated loop uses an additional superset of fiber channel commands to handle negotiating access to the loop, and specific sequences for assigning loop address to the attached nodes. 

Arbitrated loop hubs simplify loop implementation by aggregating loop ports via a physical star configuration. Loop hubs typically provide 7 to 32 ports, and can be used to build larger loops by cascading hubs together. As with hubs in Ethernet and token ring LAN environments, arbitrated loop hubs provide grater control and reliability. Loop hubs employ by [ass circuitry at each port to keep misbehaving nodes from disrupting loop traffic.
Since one of the arbitrated loops node address is reserve for connection to a fiber channel switch, a loop can participate in a broader network are fabric built with multiple switches and loops. The combination of arbitrated loops hubs and switches provides flexibility in allocating bandwidth an designing storage network segmentation by operating system, department or application.

A fiber channel switch typically provides 8 to 32 ports, with full 100MBps speed at each port. A like loop hubs, populating additional devices on a fabric switch actually increases the aggregate bandwidth. A fiber channel switch port may be configured to support a single node or a shared segment of multiple nodes (e.g. a loop).the address space allocated for fabric switches allows for up to 151/2 million devices to be integrated in to a single fabric. Fabric switches provide a Simple Name Server to facilitate discovery of target (disks) by initiators (server). 
Designing Storage Area Networks

There are a number of design considerations for a storage network that effect the initial

Selection of products and their deployment:

Application requirements

Protocol support

Distance between devices

Number of devices

Accommodation of legacy devices

Traffic volumes

Departmental segmentation

Redundancy

Disaster recovery

SNMP management

All of these factors are interrelated and should be balanced for optimum use and cost

Savings.

Application Requirements

The first question that should be asked when designing a storage network is: “What is the

Application?” Full motion video, prepress graphics processing, relational database queries, data mining, server clustering, tape backup, disaster recovery, etc. each have significantly different bandwidth, port population, segmentation and distance requirements. A single storage network design, moreover, may have to accommodate multiple applications concurrently, e.g. data mining + tape backup + disaster recovery. Designing for present and future storage applications requires an analysis of ongoing transaction needs and an understanding of what combination of Fiber Channel products can fulfill them. Fabric switches, hubs, and Fiber Channel-to-SCSI bridges offer a rich toolset for building to both simple and complex storage application specifications.

Protocol Support

The most common protocol for storage networks is SCSI-3 over Fiber Channel. Vendors of host bus adapters (Hobo’s) and storage arrays rely on SCSI-3 to seamlessly replace parallelisms with Fiber Channel and universally provide device drivers for upper layer SCSIapplication support. It may also be desirable to run other storage protocols (e.g. HIPPI) rip over Fiber Channel. Support of IP and other protocol stacks vary among HBAvendors, so you should select a particular HBA with both current and future protocol requirements in mind. In Arbitrated Loop, the upper level protocol is transparent to the hub or switching hub and so is not a consideration in hub selection.

Distance between Devices

The physical organization of servers and storage devices may impact both the selection of

Cable plant on specific ports and the number of devices on any one Fiber Channelsegment.In the majority of server/storage configurations, managers will locate nodes within the saleroom or building. For Arbitrated Loop, the total loop length could be quite large, although propagation delay through any media should be factored into network design. 
The Fiber Channel specification for cabling, for example, allows up to 10k for long wave, single mode fiber between nodes without retiming the signal. That does not mean, however, that you could design a network with 126 nodes separated by 10k each (a total of 1260kilometers) and expect a robust, high bandwidth network. In practice, a 10k run should be segregated to a switch port to minimize impact on the rest of the loop. Distance between nodes is a very real consideration when selecting copper or fiber interfaces. If device distance is at the threshold of copper’s maximum length (e.g. 30m inactive copper), it would be advisable to install fiber instead. Storage networking is the most business-critical network space, and nothing is gained by pushing recommended

Specifications to the maximum limit in order to cut costs.

Number of Devices

The address space for Fiber Channel switch fabric allows for millions of devices, more than adequate for large, enterprise networks. Switch products are typically 8 to 16 port

Configurations, but can integrate many more devices via Fabric Loop ports attached to

Arbitrated Loop hubs or extensions to additional switches. Arbitrated Loop provides 127 addresses per loop, with one address reserved for switch attachment. Theoretically, it is possible to cascade multiple hubs to create a 126 node loop. Practically, such configuration would not support normal server/storage transactions, since each node represents a latency factor against loop performance. It would be more efficient use of bandwidth to configure multiple loops and employ a switch to connect them. Typical Arbitrated Loops contain 3 to 20 nodes. Building larger loops should be application-driven, since each additional device further divides the shared bandwidth. Device count should also include the internal configuration of disk arrays. If a disk array (E.g. JBOD) uses Arbitrated Loop as an internal architecture for linking disks, and the

Internal loop is connected to the external loop port, then each disk within an enclosure should be counted as a node.

Accommodation of Legacy Devices

A well-conceived migration path from parallel SCSI to Fiber Channel may leverage a Network’s current investment in SCSI disks and tape subsystems by employing Fiber Channel-to-SCSI bridges (sometimes referred to as FC-SCSI ‘routers’). FC-SCSI bridges Offer a means to integrate parallel SCSI into a storage network design with minimal religious warfare between old and new technology proponents.

FC-SCSI bridges provide both Fiber Channel and parallel SCSI interfaces, and handle the Conversion between serial SCSI-3 and previous versions of SCSI protocol. A FCprovisionedserverc can therefore transparently access storage or tape regardless of the

Ultimate downstream interface.

Traffic volumes

By calculating average frame size, buffer capacity on both servers and storage arrays, Number of active nodes, etc. it is possible to determine a reasonable configuration given Traffic volumes. As in LAN internetworking, however, provisioning bandwidth in Fiber

Channel is constantly adjusted by changes in user applications. Full motion audio/video Applications, for example, are better served by switches since each port can deliver 100 Maps throughput. Typical SQL database applications, on the other hand, are easily Supported by medium and large Arbitrated Loop configurations and would be difficult to

Cost justify on dedicated switch ports.

Departmental segmentation

Fiber Channel offers a number of solutions for segmentation of storage on a departmental Or workgroup basis. Most fabric switches implement a Zoning function, which only allows designated ports or nodes to communicate via the switch. This is useful for segregating different departments (e.g., Engineering from Human Resources) and potentially conflicting operating systems (e.g., NT and UNIX).

Redundancy

Traditional concepts of redundancy focus on backup (or load sharing) power supplies and Multiple fans. These components, however, are rarely the cause of network disruption. Loss of network availability is more often caused by the erratic behavior of an attached Node or breaks in the cable plant that either downs the segment or sends it into suspended

Animation. High availability for storage networks can be achieved by configuring dual Arbitrated Loops or switches (see Figure 1). If one loop fails (e.g. a marginal HBA brings the lookdown), the redundant loop provides an alternate path between devices. This dual-path configuration may also be implemented with Fiber Channel switches.

Disaster recovery

Disaster recovery (sometimes known under less alarming euphemisms) was at best difficult to achieve with parallel SCSI storage configurations. Typically, servers connected to high-speed routers are used to periodically backup data to a remote disaster recovery site.Fibre Channel’s support for 10k lengths at 100 megabytes per second offers a superior solution for disaster recovery. An entire storage configuration can be backed up or mirrored via a switch, switching hub or Arbitrated Loop hub connection to a remote, off campus location. By taking backups and disaster recovery transfers off the LAN, Fiber Channel offers a Significant performance benefit: Not only is the transfer rate much higher (to 100 Maps), But data can be transferred in native SCSI protocol without the overhead of TCP/IP or LAN protocol conversion.

SNMP management

SNMP management support is by now a given for all enterprise-level LAN/WAN devices. No vendor would offer an Ethernet switch or Frame Relay product into a business-critical environment without full MIB-II support and extensive vendor-specific MIB extensions. Although servers may provide SNMP statistics and storage arrays may provide SCSIEnclosure Services data via SNMP platforms, storage networking is a relative newcomer to SNMP requirements. 
Designing manageability into a storage network adds costs to the individual components, but significantly reduces overall operational costs. Simplifying device configuration, integrating diagnostic and rapid recovery features, and reducing support requirements all contribute to cost savings. The greatest savings that manageability offers, however, is in maximizing system uptime. When networks go down, companies lose money. For most companies, an hour or two of downtime during business hours would have paid for manageability many times over.

SAN Management

SAN Management is a combination of two management disciplines

1. Storage Management

2. Network Management

Apart from the challenges of managing data in a SAN, managing the SANs networking and storage devices provide more challenges. The different aspects of SAN management can be dissected into the following components:

1. Administrative Management

This includes centralized management and control of storage resources, as well as topology and

Configuration management and fault isolation for hubs, switches, directors, and bridges that make up the SAN fabric. In time, industry-standard implementations of SNMP and CIM protocols are likely, but they are not available or standardized now.

2. Data Management

This includes backup, archiving, data replication, hierarchical storage management (HSM), mirroring and vaulting (frequent offsite storage, usually on tapes of business critical data).

3. Security Management

The security issues facing SANs mirror the issues facing network security in general. Implementing proper security measures on the hosts and networks accessing the SAN are crucial. Since a SAN provides access tall storage connected to the fabric, a robust security policy assumes great significance. Today, one or all of the following three levels of security provide this protection. At the host level, the HBA (Host Bus Adaptor) inbound to specific LUNs, visibility to all other LUNs in the storage pool being blocked. This is a form of persistent binding.

The second level of security resides in the volume management software itself. Clearly security capabilities must also be built into the fabric of the SAN itself. Two techniques namely, LUN (logical unit number) masking and zoning are available for security at the fabric level. LUN masking creates subsets of storage within theSAN virtual pool and allows only designated servers to access the storage subsets. Zoning, also called partitioning, achieves a similar result at the switch by limiting access from a given port to only certain data. This form of security corresponds to access control in networking. Encryption and end-point validation

Protocols are also in the process of being standardized for FC and the IP related storage protocols.

4. File Management

We can view and manage SAN data in two ways:

a) As a set of disk blocks (raw data) at the physical disk layer (or)

b) As a set of logical files at the logical-file layer.

The difficulty with maintaining heterogeneous SANs lies in selecting an OS and a file system that can efficiently handle the various formats. When managed at the physical-disk layer, all the server systems sharing the data in the heterogeneous network must agree to use the same file-system format. It is highly unlikely that all the OS vendors will standardize on a single on-disk file- system format.
 Virtualization is the current buzzword among vendors trying to provide access to heterogeneous file systems in a uniform way to the respective application servers. The term ‘storage virtualization’ refers to the process of dividing, concatenating or aggregating available storage devices and their capacity into virtual volumes without regard for the physical layout or the topology of the actual storage elements i.e., disk drives, RAID subsystems etc.

Typically, these resulting virtual volumes are presented to their client’s operating systems as abstractions of the physical devices and are used by these operating systems as if they were distinct disk drives or separate storage subsystems. Virtualization enables storage pooling and device independence, which creates a single point of management from what were previously multiple control points. Thus, the primary benefit for the virtualization of SAN is to simplify the administration of a very complex environment. A secondary benefit is to improve interoperability in the absence of universally accepted open storage networking standards.
Challenges to SAN security
SAN is subject to the same risks associated with other network-connected systems.the liability is only higher in the case of SANs as they are data centric and contain important information, which is the wrong havoc.

On a broader level, issues that are common to all networks including SAN are:

· Unauthorized user gaining access to data.

· Insecure management access the spoofing. Another significant risk is an attacker who hacks the San or, more likely, one of it’s attached host servers, and obtains administrator credentials.

· The third risk, which is considerably less of a concern in the San environment, is a denial of service attack that floods the SAN with more requests than it can handle.
· Management controls allowed from different access points.

An unprivileged user gaining access to storage data is of grave concern as SAN is data centric, which means that data is centralized and access to a backup server would mean access to collected data of all clients in that server. However this is a problem faced by all IP networks. This could be an issue between host bus adapters and connected switches, between the administrators and there management application and the switch fabric and between interconnected switches.

SAN security challenges can be addressed at the three layers   
· Host Bus Adapters (HBA): As the communication here is through IP, IP related security problems are prevalent here. Snooping (that is, accessing the data that is being sent across a network by an unauthorized host), spoofing (accesses the data by pretending to be an authorized source), flooding the server with the requests are the main issues faced here.
· SAN: All security related issues within the SAN network are dealt with here. Fibre channel SANs , for example, has several potential vulnerabilities, from deliberate hacker attacks and information theft to the inadvertent destruction of data due to decentralized, hard-to-manage storage configuration.
· Storage devices: storage devices would ideally lie behind firewalls and therefore not much scope for security breaches. However , most SANs require a number of management applications which reside on management servers that are external to the SAN network and hence, communicate using IP.A malicious hacker could download this configuration server, modify it and reload it back to the management servers.

Possible intrusion methods:
Spoofing:  Spoofing in a storage network is the method by which a device that takes part in a fabric channel is configured in such a way that it appears to act as another device.The unauthorized servers thus configured will get deliberate access to the stored data. Spoofing can be eliminated by having key- based authentication by which the host identity is verified before granting a connection to it.

SAN management link: The management software for a piece of SAN connectivity hardware runs on PC and the security, via username/password, is stored locally on that PC in order to access the application. This by itself is not a problem, but if a copy of that management application is obtained by software by some method, then reloaded and reinstalled on another PC, installation supplies the username/password as the “default” settings.

      From there, that user then can access the SAN connectivity hardware and configurations at will. it I important to recognize that if the username/password is not actually stored on the devices) being controlled or on an authentication server(common in the networking world, such as RADIUS or TACACS), the security is suspect and may present the appearance of secure environment.  

           During the testing and validation of a storage networking environment, it was discovered that, via tftp (trivial file transfer protocol), the SAN connectivity hardware’s current configuration could be downloaded and changed or modified locally on a PC. It was possible to then upload the modified configuration back to the SAN connectivity hardware and change its configuration, without any authentication.
· Network security: the network will carry data between client, server and library and is potentially a huge security hole. In the process pf Backup, communication between a client, server and library will be open. Every file backed up over the network will be sent and any person can sniff the packets. This can be protected by 

· High security integrity and a secure firewall in a place
· VPN between server and client  

Security mechanisms in SAN:
SAN provides a wide variety of mechanisms and services that can take care of the security related issues in a storage network environment. Following are some of the mechanisms deployed in a SAN to address security issues. 
· Fabric configuration server: configuration servers address the configuration and security needs of a SAN network. Ant device with in the SAN fabric will be assigned a unique 64-bit WWN number. There could be as many configuration servers within a fabric as specified by WWN. The list of these configuration servers is known fabric wide. At one time, there will be only one fabric configuration server and many potential backup servers. Management changes within the fabric will be initiated via the primary configuration server. for each such change, the initiation request must be identified to ensure fabric security.

Management access controls:
       Management access controls enables organizations to restrict management service access to a specified set of end points ---either IP addresses(for SNMP, Telnet, or API access) , devices ports(for in-band methods such as SES or management server),or switch WWNs (for serial port and front panel access). Disabling front panel access to switches prevents unauthorized user from manually changing fabric settings. Device ports are specified by WWN and typically represent Host Bus Adapters(HBAs).Password encryption techniques between the end –point and management servers are deployed to increase security. Management Access Controls secure the in-band manager-to-fabric connection by controlling the HBA-to-fabric connections as well. These HBA-to-fabric controls apply to in-band –access only. They can also turn off serial ports individually or fabric-wide to limit access to trusted access points within the fabric.       

Device connection controls:
       As the usage of access control requires the requester to provide the user’s WWN for verification for any management related functionalities, WWN spoofing becomes a possibility. Device connection controls—also known as WWN access control lists (ACL) or port ACL—are used to address this issue. Device port is specified by WWN and typically request HBAs (servers).By binding a specific WWN to a specific switch port or set of ports, device connection controls can prevent a port in another physical location from assuming the identity of a real WWN. This capability will enable better control over shared switch environments by allowing only a set of predefined WWNs to access particular ports in the fabric.
LUN masking:

    There are another ways of limiting the any to any user access of data. One way that data can be protected from unauthorized host access is using hardware to secure Logical Unit Number (LUNs).A LUN is a second level of device identification/addressing. Another way to maintain data integrity is to manage access to the data via software. While hardware-based LUN security offers advantages there are drawbacks that must be acknowledged before moving forward. Primarily there is no security in the sense of user authorization and authentication.
LUN masking is the method by which the servers are assigned and given access to specific LUN. In LUN masking the devices with different LUNs are invisible to each other.
Advantage of LUN masking

· More than one hosts like window NT are allowed to access the common storage device without any overlap.

· Performance and reliability gets improved as large devices are divided into manageable pieces.
· Independent of physical loops or switch.

· Implementation of LUN masking is faster.

Disadvantage of LUN masking

· Management is little difficult
· Not so scalable
· Hackers may still be able to overrides masks.
· LUN masking has to be realigned if the HBA needs to be changed
Zoning: 
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Zoning is defined as the technique by which the devices that are inter–connected in a switched fabric network are aligned into logical groups. The devices that fit inside the zones share the same port and thus are secured from the other devices.

Impact of security on organization

It is obvious that SANs security issues are very crucial to organizations. For any organization, data is a very crucial element in its business. Data here might be in the form of e-mail, documents, images, databases etc. protecting this data then becomes a crucial to the survival of the organization itself. this is compounded by the fact that the amount of data requiring storage space is growing phenomenally.
          Hackers typically are not familiar with the inner working of fibre channel. But IP is a different matter altogether, and the whole idea of storage pooling, whereby any host has access to data, presents a nightmare to security administrators.
         Take a typical example of a stock exchange, where is key to everyday transactions. if data were to be tampered with, it would lead to disaster, loss of money and may be even cripple the company and stock markets. Similarly for banks financials institutions or insurance companies, data security is key to their very existence.

SAN security is still evolving and there have been no complete solutions as yet. Progress is being made and it would be advantageous to emulate current security practices incorporated within the LAN/WAN arenas. Until then, storage managers should use every and any available method to carefully defend their devices. 

Conclusion

SAN is a data centric network .it is deployed not just across networks and devices. for efficient data management and enterprise growth, data security is of prime concern. we have seen SAN security from a networks perspective. However a number of issues are yet to be addressed .IEEE is working on IP network specific issues and a lot of research has already been done in this area.  In addition to the organization taking adequate measures to combat security issues, the venders should also come up with security solutions for SAN.
Security within the monitoring and management of storage and storage area networks devices is still evolving and still are somewhat limited. While technical and usability concerns are extremely important to selecting a SAN solution.

The storage networking industry association has set up a working group to look into these issues and will eventually come out with some specifications and standard practice recommendations.
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