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IMAGE PROCESSING AND PRINTING
INTRODUCTION:
Many of the techniques of digital image processing, or digital picture processing as it was often called, were developed in the 1960s at the Jet Propulsion Laboratory, MIT, Bell Labs, University of Maryland, and a few other places, with application to satellite imagery, wirephoto standards conversion, medical imaging, videophone, character recognition, and photo enhancement.[1] But the cost of processing was fairly high with the computing equipment of that era. In the 1970s, digital image processing proliferated, when cheaper computers and dedicated hardware became available. Images could then be processed in real time, for some dedicated problems such as television standards conversion. As general-purpose computers became faster, they started to take over the role of dedicated hardware for all but the most specialized and compute-intensive operations.

With the fast computers and signal processors available in the 2000s, digital image processing has become the most common form of image processing, and is generally used because it is not only the most versatile method, but also the cheapest.

Here,we are gouing to study about what is IMAGE PROCESSING ,its types and the areas of its applications.

Definition:


In electrical engineering and computer science, image processing is any form of signal processing for which the input is an image, such as photographs or frames of video; the output of image processing can be either an image or a set of characteristics or parameters related to the image. Most image-processing techniques involve treating the image as a two-dimensional signal and applying standard signal-processing techniques to it.Image processing usually refers to digital image processing, but optical and analog image processing are also possible. This article is about general techniques that apply to all of them.

Digital cameras generally include dedicated digital image processing chips to convert the raw data from the image sensor into a color-corrected image in a standard image file format.

PRACTICAL TECHNOLOGIES USED IN IMAGE PROCESSING:
*Classification 

*Feature extraction 

*Pattern recognition 

*Projection 

*Multi-scale signal analysis 

Some techniques which are used in digital image processing include:
*Principal components analysis 

*Independent component analysis 

*Self-organizing maps 

*Hidden Markov models 

*Neural networks 

Typical operations:

*Geometrical Transformations:-enlargement,reduction and rotation.

*Colour:-corrections such as brightness and contrast adjustments, quantization, or conversion to a different color space 

*Digital compositing:-(or) Optical compositing (combination of two or more images). Used in filmmaking to make a "matte" 

*Interpolation, demosaicing, and recovery of a full image from a raw image format using a Bayer filter pattern 

*Image Editing

*Image registration

*Image segmentation

*Extending dynamic range by combining differently exposed images

*2-D object recognition with affine invariance

Appliacations:

*computer vision

*face detection

*Feature detection

*lane departure warning system

*Non-photorealistic rendering

*Medical image processing

*Microscope image processing

*Morphological image processing

*Remote sensi ng
Face detections:

Face detection can be regarded as a specific case of object-class detection; In object-class detection, the task is to find the locations and sizes of all objects in an image that belong to a given class. Examples include upper torsos, pedestrians, and cars.

Face detection can be regarded as a more general case of face localization; In face localization, the task is to find the locations and sizes of a known number of faces (usually one). In face detection, one does not have this additional information.

Early face-detection algorithms focused on the detection of frontal human faces, whereas newer algorithms attempt to solve the more general and difficult problem of multi-view face detection. That is, the detection of faces that are either rotated along the axis from the face to the observer (in-plane rotation), or rotated along the vertical or left-right axis (out-of-plane rotation),or both.
the face detection result from the experiment performed in the laboratory with unspecified background. The uppermost-left image is a monochrome image of the right camera with only the green component. The Betweenthe Eyes detection is applied to this (160×120) monochrome image. The lower image is the image obtained from the right camera, and the lowest image is obtained from the left camera. 
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Figure 11. Face Detection Result

The detection result from SSR filter is shown in the uppermost-right image. The upper corner is the Between-the Eyes candidate area after cutting and scaling to match the average matching template. Its binarized image of detected eyes and eyebrows after eye detection process is displayed below. Anyway, since no information in the inclination of face is used in SSR filter, this technique cannot be used to detect face with inclination larger than 10 ° . For the case of large reflection at eyeglasses, our proposed technique also failed to detect the true Between-the Eyes occasionally. In real implementation, the system can operate at 30 frames/sec, which achieve real-time processing speed.

Feature Detection:
There is no universal or exact definition of what constitutes a feature, and the exact definition often depends on the problem or the type of application. Given that, a feature is defined as an "interesting" part of an image, and features are used as a starting point for many computer vision algorithms. Since features are used as the starting point and main primitives for subsequent algorithms, the overall algorithm will often only be as good as its feature detector. Consequently, the desirable property for a feature detector is repeatability: whether or not the same feature will be detected in two or more different images of the same scene.

Feature detection is a low-level image processing operation. That is, it is usually performed as the first operation on an image, and examines every pixel to see if there is a feature present at that pixel. If this is part of a larger algorithm, then the algorithm will typically only examine the image in the region of the features. As a built-in pre-requisite to feature detection, the input image is usually smoothed by a Gaussian kernel in a scale-space representation and one or several feature images are computed, often expressed in terms of local derivative operations.

Occasionally, when feature detection is computationally expensive and there are time constraints, a higher level algorithm may be used to guide the feature detection stage, so that only certain parts of the image are searched for features.

Where many computer vision algorithms use feature detection as the initial step, so as a result, a very large number of feature detectors have been developed. These vary widely in the kinds of feature detected, the computational complexity and the repeatability[image: image2.png]



 

Much of the data extraction and processing performed by 2d3 technologies depends on the identification and tracking of two dimensional features from a source image set. The source can be a static image set or a moving image sequence. 

2d3's automated feature detection and tracking algorithms identify hundreds or even thousands of features in a scene and follow their motion throughout a sequence. We have tools which allow for adjustment of the feature identification process including its general sensitivity, the image area over which searching is performed, the colour channels within which the features are identified and the size of identified features. The size of the search area used can be adaptive which means that the search area increases automatically if a feature cannot be found in contiguous frames. 

We also have tools for user identification of 2D features and the ability to manually track them. 

MICROSCOPIC IMAGE PROCESSING:
Microscope image processing is a broad term that covers the use of digital image processing techniques to process, analyze and present images obtained from a microscope. Such processing is now commonplace in a number of diverse fields such as medicine, biological research, cancer research, drug testing, metallurgy, etc. A number of manufacturers of microscopes now specifically design in features that allow the microscopes to interface to an image processing system.
FemtoScan Online is a powerful software for analysis of different kinds of microscopic images. Mainly oriented for the scanning probe microscopy 3D images processing and analysis, but can be also used for optical and electron microscopy images. Impressing 3D representation with ability to record movies, clipboard integration, USB cameras support, Fourier analysis, pattern recognition functions. Median, Wiener, Gauss, Laplace, Sobel filters e.c
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Computer vision:
Computer vision is the science and technology of machines that see. As a scientific discipline, computer vision is concerned with the theory for building artificial systems that obtain information from images. The image data can take many forms, such as a video sequence, views from multiple cameras, or multi-dimensional data from a medical scanner.

As a technological discipline, computer vision seeks to apply the theories and models of computer vision to the construction of computer vision systems. Examples of applications of computer vision systems include systems for:

· Controlling processes (e.g. an industrial robot or an autonomous vehicle). 

· Detecting events (e.g. for visual surveillance or people counting). 

· Organizing information (e.g. for indexing databases of images and image sequences). 

· Modeling objects or environments (e.g. industrial inspection, medical image analysis or topographical modeling). 

· Interaction (e.g. as the input to a device for computer-human interaction). 

Computer vision can also be described as a complement (but not necessarily the opposite) of biological vision. In biological vision, the visual perception of humans and various animals are studied, resulting in models of how these systems operate in terms of physiological processes. Computer vision, on the other hand, studies and describes artificial vision system that are implemented in software and/or hardware. Interdisciplinary exchange between biological and computer vision has proven increasingly fruitful for both fields.

REMOTE SENSING:

Remote sensing is the small or large-scale acquisition of information of an object or phenomenon, by the use of either recording or real-time sensing device(s) that is not in physical or intimate contact with the object (such as by way of aircraft, spacecraft, satellite, buoy, or ship). In practice, remote sensing is the stand-off collection through the use of a variety of devices for gathering information on a given object or area. Thus, Earth observation or weather satellite collection platforms, ocean and atmospheric observing weather buoy platforms, monitoring of a pregnancy via ultrasound, Magnetic Resonance Imaging (MRI), Positron Emission Tomography (PET), and space probes are all examples of remote sensing. In modern usage, the term generally refers to the use of imaging sensor technologies including but not limited to the use of instruments aboard aircraft and spacecraft, and is distinct from other imaging-related fields such as medical imaging.

Lane departure warning system

In road-transport terminology, a lane departure warning system (LDW) is a mechanism designed to warn a driver when the vehicle begins to move out of its lane (unless a turn signal is on in that direction) on freeways and arterial roads.

The first production LDW system in Europe was the system developed by Iteris for Mercedes Actros commercial trucks. The system debuted in 2000 and is now available on most trucks sold in Europe. In 2002, the Iteris system became available on Freightliner Trucks' trucks in North America. In all of these systems, the driver is warned of unintentional lane departures by an audible rumble strip sound generated on the side of the vehicle drifting out of the lane. If a turn signal is used, no warnings are generated.

More effective Lane Departure Warning Systems are now combining prevention with risk reports in the transportation industry. / Viewnyx applies leading-edge video based technologies to assist fleets in lower their driving liability costs. Firstly, by addressing the main causes of collisions: driving error, distraction and drowsiness. Secondly, by providing Safety Managers with driver and fleet risk assessment reports and tools to facilitate proactive coaching & training to eliminate high risk behaviours. The Lookout solution is currently being used by leading North American fleets.

Medical imaging

Medical imaging refers to the techniques and processes used to create images of the human body (or parts thereof) for clinical purposes (medical procedures seeking to reveal, diagnose or examine disease) or medical science (including the study of normal anatomy and physiology).

As a discipline and in its widest sense, it is part of biological imaging and incorporates radiology (in the wider sense), radiological sciences, endoscopy, (medical) thermography, medical photography and microscopy (e.g. for human pathological investigations).

Measurement and recording techniques which are not primarily designed to produce images, such as electroencephalography (EEG) and magnetoencephalography (MEG) and others, but which produce data susceptible to be represented as maps (i.e. containing positional information), can be seen as forms of medical imaging.

Mathematical morphology


A shape (in blue) and its morphological dilation (in green) and erosion (in yellow) by a diamond-shape structuring element.

Mathematical morphology (MM) is a theory and technique for the analysis and processing of geometrical structures, based on set theory, lattice theory, topology, and random functions. MM is most commonly applied to digital images, but it can be employed as well on graphs, surface meshes, solids, and many other spatial structures.

Topological and geometrical continuous-space concepts such as size, shape, convexity, connectivity, and geodesic distance, can be characterized by MM on both continuous and discrete spaces. MM is also the foundation of morphological image processing, which consists of a set of operators that transform images according to the above characterizations.

MM was originally developed for binary images, and was later extended to grayscale functions and images. The subsequent generalization to complete lattices is widely accepted today as MM's theoretical foundation.

Non-photorealistic rendering:
Non-photorealistic rendering (NPR) is an area of computer graphics that focuses on enabling a wide variety of expressive styles for digital art. In contrast to traditional computer graphics, which has focused on photorealism, NPR is inspired by artistic styles such as painting, drawing, technical illustration, and animated cartoons. NPR has appeared in movies and video games in the form of "toon shaders," as well as in architectural illustration and experimental animation. An example of a modern use of this method is that of Cel-shaded animation.

Photo manipulation






Photos composited and manipulated in an image editing program

Photo manipulation is the application of image editing techniques to photographs in order to create an illusion or deception (in contrast to mere enhancement or correction), through analog or digital means[1]. Its uses, cultural impact, and ethical concerns have made it a subject of interest beyond the technical process and skills involved.

PRINTING THE IMAGE :

A printing device includes a printing head having nozzles for printing different size dots, a unit storing information representing a printing state of two nozzles printing two adjacent lines, a unit acquiring M value image data (M≧3), a unit correcting a pixel value of at least one pixel corresponding to two nozzles directly corresponding to a banding phenomenon caused in the M value image data (M≧3) and neighboring pixels based on the printing state information, a unit creating N-value conversion data by converting the pixel value corrected image data into an N value (M>N≧2), a unit creating printing data to which dots having sizes corresponding to the pixels are allocated based on the N-value conversion data, and a unit printing by the printing head based on the printing data. (end of abstract)

Bottom of Form

BACKGROUND 

Fuzzy logic applications in image processing and printing:
The development and analysis of a fuzzy logic rule based system capable of improving the quality of printed picture from video images is introduced in this paper. This will be achieved via fuzzy logic by controlling video image attributes such as color, sharpness, brightness and contrast. Each printed image is given a score (S) by human experts and then this result is stored in a database which consists of the corresponding video image attributes and video printer settings. From this database a set of fuzzy IF-THEN rules are derived to maximize the score S over a large set of printed pictures which results in minimizing the cost function
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