Chapter 1

Introduction

1.1 Purpose of the research

The Internet is growing extremely rapidly. The IPv4 addressing scheme, with a 32-bit address field, provides for over 4 billion possible addresses, so it might seem more than adequate to the task of addressing all of the hosts on the Internet, since there appears to be room to accommodate 40 times as many Internet hosts. Unfortunately, this is not the case. The addresses are getting used up and there arises a need for a new technology so that there can be enough addresses to be assigned to the world. 


Thus to eradicate the problems faced by IPv4, a new version of IP called IPv6 has been developed. The research focuses on the implementation of IPv6 in IT industry and the problem of address space exhaustion faced by IPv4 along with other problems. Apart from this the research also throws some light on the future use of IPv6 in the industry.
1.2 research Objectives

The basic objectives of the research are:

· To determine how IPv6 is implemented in the IT industry.

· To determine the role of IPv6 in IT industry.

· To analyze the problem of address space exhaustion while addressing through IPv4.
· The problems associated with IPv6.

· To determine the problems that are associated in switching from IPv4 to IPv6.

· To determine how IPv6 can give solution to the problems of IPv4.
1.3 scope of the research
The scope of this research is limited to the use and implementation of IPv6 in IT industry. The role of IPv6 in eradicating the problems associated with the IPv4 addressing is taken from the viewpoint of the IT industry. The research also focuses on the problems faced by IPv6 in the present. The research also provides recommendations that can be adopted in the future to have better service and address space. The different address classes of Internet Protocol are also analyzed to understand the problem of address space exhaustion.
1.4 Chapter Scheme

The chapters are arranged in a particular order that are required in the format of a report. The first chapter gives a brief introduction about the project. It includes the purpose of the research, its objectives and its scope.

The second chapter gives the background information about the project which includes the brief profile of the company where I did my internship and also about the topic of my research ie. IPv6.

The 3rd chapter tells about the methodology of the project. The type of research done and the sources of data collection. 

The Fourth and the fifth chapter involves the analysis of data collected from the sources and their interpretation.

The Sixth chapter enlists the limitations of the study that are retrieved from the study of the data.

Seventh chapter provides recommendations and suggestions that a firm can use to remove the limitations of the project.

Chapter 8 is the conclusion of the whole research and is followed by references and annexures.

2.2 About the Topic

the Internet Protocol

The Internet Protocol (IP) is the primary network protocol used on the Internet, developed in the 1970s when the Defense Advanced Research Projects Agency (DARPA) became interested in establishing a packet-switched network that would facilitate communication between dissimilar computer systems at research institutions. With the goal of heterogeneous connectivity in mind, DARPA funded research by Stanford University and Bolt, Beranek, and Newman (BBN). The result of this development effort was the Internet protocol suite, completed in the late 1970s. TCP/IP later was included with Berkeley Software Distribution (BSD) UNIX and has since become the foundation on which the Internet and the World Wide Web (WWW) are based. It is a protocol used for communicating data across a packet-switched inter network using the Internet Protocol Suite, also referred to as TCP/IP.

IP is the primary protocol in the Internet Layer of the Internet Protocol Suite and has the task of delivering distinguished protocol datagrams (packets) from the source host to the destination host solely based on their addresses. For this purpose the Internet Protocol defines addressing methods and structures for datagram encapsulation. IP contains addressing information and some control information that enables packets to be routed. The first major version of addressing structure, now referred to as Internet Protocol Version 4 (IPv4) is still the dominant protocol of the Internet, although the successor Internet Protocol Version 6 (IPv6), is being deployed actively worldwide.

IP supports unique addressing for computers on a network. Most networks use the Internet Protocol version 4 (IPv4) standard that features IP addresses four bytes (32 bits) in length. The newer Internet Protocol version 6 (IPv6) standard features addresses 16 bytes (128 bits) in length. 

Data on an Internet Protocol network is organized into packets. Each IP packet includes both a header (that specifies source, destination, and other information about the data) and the message data itself. 

IP functions at layer 3 of the OSI model. It can therefore run on top of different data link interfaces including Ethernet and Wi-Fi.

The Internet protocols are the world’s most popular open-system protocol suite because they can be used to communicate across any set of interconnected networks and are equally well suited for LAN and WAN communications. The Internet protocols consist of a suite of communication protocols, of which the two best known are the Transmission Control protocol(TCP) and the Internet Protocol (IP). The Internet protocol suite not only includes lower-layer protocols (such as TCP and IP), but it also specifies common applications such as electronic mail, terminal emulation, and file transfer. 

IP has two primary responsibilities: 

· providing connectionless, best-effort delivery of datagrams through an inter network. 

· and providing fragmentation and reassembly of datagrams to support data links with different maximum-transmission unit (MTU) sizes.

How Internet Infrastructure Works?
The Internet Protocol (IP) is the method or protocol by which data is sent from one computer to another on the Internet. Each computer (known as a host) on the Internet has at least one IP address that uniquely identifies it from all other computers on the Internet. When you send or receive data (for example, an e-mail note or a Web page), the message gets divided into little chunks called packets. Each of these packets contains both the sender's Internet address and the receiver's address. Any packet is sent first to a gateway computer that understands a small part of the Internet. The gateway computer reads the destination address and forwards the packet to an adjacent gateway that in turn reads the destination address and so forth across the Internet until one gateway recognizes the packet as belonging to a computer within its immediate neighborhood or domain. That gateway then forwards the packet directly to the computer whose address is specified. 

Because a message is divided into a number of packets, each packet can, if necessary, be sent by a different route across the Internet. Packets can arrive in a different order than the order they were sent in. The Internet Protocol just delivers them. It's up to another protocol, the Transmission Control Protocol (TCP) to put them back in the right order. 

IP is a connectionless protocol, which means that there is no continuing connection between the end points that are communicating. Each packet that travels through the Internet is treated as an independent unit of data without any relation to any other unit of data. (The reason the packets do get put in the right order is because of TCP, the connection-oriented protocol that keeps track of the packet sequence in a message.) In the Open Systems Interconnection (OSI) communication model, IP is in layer 3, the Networking Layer. 

IP routing protocols are dynamic. Dynamic routing calls for routes to be calculated automatically at regular intervals by software in routing devices. This contrasts with static routing, where routers are established by the network administrator and do not change until the network administrator changes them.

An IP routing table, which consists of destination address/next hop pairs, is used to enable dynamic routing. An entry in this table, for example, would be interpreted as follows: 

to get to network 172.31.0.0, send the packet out Ethernet interface 0 (E0).

IP routing specifies that IP datagrams travel through inter networks one hop at a time. The entire route is not known at the onset of the journey, however. Instead, at each stop, the next destination is calculated by matching the destination address within the datagram with an entry in the current node’s routing table. Each node’s involvement in the routing process is limited to forwarding packets based on internal information. 

A typical IP address looks like this: 

216.27.61.137

To make it easier for us humans to remember, IP addresses are normally expressed in decimal format as a dotted decimal number like the one above. But computers communicate in binary form. Look at the same IP address in binary: 

11011000.00011011.00111101.10001001

The four numbers in an IP address are called octets, because they each have eight positions when viewed in binary form. If you add all the positions together, you get 32, which is why IP addresses are considered 32-bit numbers. Since each of the eight positions can have two different states (1 or zero), the total number of possible combinations per octet is 28 or 256. So each octet can contain any value between zero and 255. Combine the four octets and you get 232 or a possible 4.3 billion unique values. 

Out of the almost 4.3 billion possible combinations, certain values are restricted from use as typical IP addresses. For example, the IP address 0.0.0.0 is reserved for the default network and the address 255.255.255.255 is used for broadcasts. [image: image3.jpg]Dotted
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The octets serve a purpose other than simply separating the numbers. They are used to create classes of IP addresses that can be assigned to a particular business, government or other entity based on size and need. The octets are split into two sections: Net and Host. 

The Net section always contains the first octet. It is used to identify the network that a computer belongs to. Host (sometimes referred to as Node) identifies the actual computer on the network. 

The Host section always contains the last octet. There are five IP classes plus certain special addresses.
· Default Network - The IP address of 0.0.0.0 is used for the default network. 

· Class A - This class is for very large networks, such as a major international company might have. IP addresses with a first octet from 1 to 126 are part of this class. The other three octets are used to identify each host. This means that there are 126 Class A networks each with 16,777,214 (224 -2) possible hosts for a total of 2,147,483,648 (231) unique IP addresses. Class A networks account for half of the total available IP addresses. In Class A networks, the high order bit value (the very first binary number) in the first octet is always 0. 

	Net 
	Host or Node 

	115. 
	24.53.107 


· Loopback - The IP address 127.0.0.1 is used as the loopback address. This means that it is used by the host computer to send a message back to itself. It is commonly used for troubleshooting and network testing.

· Class B - Class B is used for medium-sized networks. A good example is a large college campus. IP addresses with a first octet from 128 to 191 are part of this class. Class B addresses also include the second octet as part of the Net identifier. The other two octets are used to identify each host. This means that there are 16,384 (214) Class B networks each with 65,534 (216 -2) possible hosts for a total of 1,073,741,824 (230) unique IP addresses. Class B networks make up a quarter of the total available IP addresses. Class B networks have a first bit value of 1 and a second bit value of 0 in the first octet.

	Net 
	Host or Node 

	145.24. 
	53.107 


· Class C - Class C addresses are commonly used for small to mid-size businesses. IP addresses with a first octet from 192 to 223 are part of this class. Class C addresses also include the second and third octets as part of the Net identifier. The last octet is used to identify each host. This means that there are 2,097,152 (221) Class C networks each with 254 (28 -2) possible hosts for a total of 536,870,912 (229) unique IP addresses. Class C networks make up an eighth of the total available IP addresses. Class C networks have a first bit value of 1, second bit value of 1 and a third bit value of 0 in the first octet.

	Net 
	Host or Node 

	195.24.53. 
	107 


· Class D - Used for multicasts, Class D is slightly different from the first three classes. It has a first bit value of 1, second bit value of 1, third bit value of 1 and fourth bit value of 0. The other 28 bits are used to identify the group of computers the multicast message is intended for. Class D accounts for 1/16th (268,435,456 or 228) of the available IP addresses.

	Net 
	Host or Node 

	224. 
	24.53.107 


· Class E - Class E is used for experimental purposes only. Like Class D, it is different from the first three classes. It has a first bit value of 1, second bit value of 1, third bit value of 1 and fourth bit value of 1. The other 28 bits are used to identify the group of computers the multicast message is intended for. Class E accounts for 1/16th (268,435,456 or 228) of the available IP addresses.

	Net 
	Host or Node 

	240. 
	24.53.107 


· Broadcast - Messages that are intended for all computers on a network are sent as broadcasts. These messages always use the IP address 255.255.255.255.
IPv4
Internet Protocol version 4 (IPv4) is the fourth revision in the development of the Internet Protocol (IP) and it is the first version of the protocol to be widely deployed. IPv4 is still by far the most widely deployed Internet Layer protocol. IPv4 is described in IETF publication RFC 791 (September 1981), replacing an earlier definition (RFC 760, January 1980).

IPv4 is a connectionless protocol for use on packet-switched Link Layer networks (e.g., Ethernet). It operates on a best effort delivery model, in that it does not guarantee delivery, nor does it assure proper sequencing, or avoid duplicate delivery. These aspects, including data integrity, are addressed by an upper layer transport protocol (e.g., Transmission Control Protocol).

Addressing

IPv4 uses 32-bit (four-byte) addresses, which limits the address space to 4,294,967,296 (232) possible unique addresses. However, some are reserved for special purposes such as private networks (nearly 18 million addresses) or multicast addresses (nearly 270 million addresses). This reduces the number of addresses that can potentially be allocated for routing on the public Internet. As addresses are being incrementally delegated to end users, an IPv4 address shortage has been developing. However, network addressing architecture redesign via classful network design, Classless Inter-Domain Routing, and network address translation (NAT) has contributed to delay significantly the inevitable exhaustion.

This limitation has stimulated the development of IPv6, which is currently in the early stages of deployment, and is the only long-term solution.

IPv4 addresses are usually written in dot-decimal notation, which consists of the four octets of the address expressed in decimal and separated by periods.
Address space exhaustion

Since the 1980s it has been apparent that the number of available IPv4 addresses is being exhausted at a rate that was not initially anticipated in the design of the network. IPv4 address exhaustion is the decreasing supply of unallocated IPv4 addresses available at the Internet Assigned Numbers Authority (IANA) and the regional Internet registries for assignment to end users and local Internet registries, such as Internet service providers.

This was the driving factor for the introduction of classful networks, for the creation of CIDR addressing, and finally for the redesign of the Internet Protocol, based on a larger address format (IPv6).

Today, there are several driving forces for the acceleration of IPv4 address exhaustion:
· Mobile devices- laptops, PDAs, mobile phones etc.

· Always-on devices- ADSL modems, cable modems.

· Rapidly growing number of Internet users.
The accepted and standardized solution is the migration to IPv6. The address size jumps dramatically from 32 bits to 128 bits, providing a vastly increased address space that allows improved route aggregation across the Internet and offers large subnet allocations of a minimum of 264 host addresses to end-users. Migration to IPv6 is in progress but is expected to take considerable time.

IPv4 only provided for approximately 4 billion addresses with a current primary allocation granularity of 8 blocks by IANA, a limit that is estimated to be reached before 2012. The anticipated shortage has been the driving factor in creating and adopting several new technologies, including classful networks in the 1980s, Classless Inter-Domain Routing (CIDR) methods in 1993, network address translation (NAT) and a new version of the Internet Protocol, IPv6, in 1998.

The transition of the Internet to IPv6 is the only practical and readily available long-term solution to IPv4 address exhaustion. Although the predicted IPv4 address exhaustion approaches its final stages, most ISPs, software vendors and service providers are just beginning IPv6 deployment. A 2008 study by Google indicated that IPv6 penetration was still less than one percent of Internet-enabled hosts in any country.

Every host on an IP network, such as a computer or network printer, is assigned an IP address that is used to communicate with other hosts on the same network or globally. Internet Protocol version 4 provides approximately 4.3 billion (4.3×109) addresses. However, large blocks of IPv4 addresses are reserved for special uses and are unavailable for public allocation.

There are insufficient publicly routable IPv4 addresses to provide a distinct address to every Internet device or service. This problem has been mitigated for some time using network address translation (NAT), whereby a single public IP address can masquerade multiple internal local area network (LAN) hosts using private addresses. Individual hosts behind NAT appear to be sending their data from the public IP address of the translator device, and the translator maintains a mapping of each host's source address originating traffic inside the network and forwards replies from the Internet accordingly. NAT originally allowed for home users to connect multiple computers to their ISP connection in a less protocol dependent way than proxy servers, especially protocols which accessed servers. However, protocols between clients which work without a server generally do not work, or require workarounds. Also other protocols, such as SIP telephony, require special application layer gateways in the NAT gateway to work. Active directory does not work at all. Most NAT gateways do not route ipv6. NAT prevents servers from being reached.

Methods to mitigate the IPv4 address exhaustion are:

· Network address translation (NAT).
· Classless Inter Domain Routing CIDR.

· Use of private networks.
· Dynamic Host Configuration Protocol (DHCP).
· Name-based virtual hosting.
· Tighter control by Regional Internet Registries on the allocation of addresses to Local Internet Registries.

· Network renumbering to reclaim large blocks of address space allocated in the early days of the Internet.

IPv4 Packet structure

An IP packet consists of a header section and a data section.

Header:
The IPv4 packet header consists of 13 fields, of which 12 are required. The 13th field is optional (red background in table) and aptly named: options. The fields in the header are packed with the most significant byte first (big endian), and for the diagram and discussion, the most significant bits are considered to come first (MSB 0 bit numbering). The most significant bit is numbered 0, so the version field is actually found in the four most significant bits of the first byte.
	bit offset
	0–3
	4–7
	8–15
	16–18
	19–31

	0
	Version
	Header length
	Differentiated Services
	Total Length

	32
	Identification
	Flags
	Fragment Offset

	64
	Time to Live
	Protocol
	Header Checksum

	96
	Source Address

	128
	Destination Address

	160
	Options ( if Header Length > 5 )

	160 or 92+
	Data


· Version: The first header field in an IP packet is the four-bit version field. For IPv4, this has a value of 4 (hence the name IPv4).
· Internet Header Length (IHL): The second field (4 bits) is the Internet Header Length (IHL) telling the number of 32-bit words in the header. Since an IPv4 header may contain a variable number of options, this field specifies the size of the header (this also coincides with the offset to the data). The minimum value for this field is 5, which is a length of 5×32 = 160 bits. Being a 4-bit value, the maximum length is 15 words (15×32 bits) or 480 bits.
· Differentiated Services (DS): New technologies are emerging that require real-time data streaming and therefore will make use of the DS field. An example is Voice over IP (VoIP) that is used for interactive data voice exchange. The original intention of the Type of Service (TOS) field was for a sending host to specify a preference for how the datagram would be handled as it made its way through an internet. For instance, one host could set its IPv4 datagrams' TOS field value to prefer low delay, while another might prefer high reliability. In practice, the TOS field was not widely implemented. However, a great deal of experimental, research and deployment work has focused on how to make use of these eight bits, resulting in the current DS field definition.
· Total Length: This 16-bit field defines the entire datagram size, including header and data, in bytes. The minimum-length datagram is 20 bytes (20-byte header + 0 bytes data) and the maximum is 65,535 the maximum value of a 16-bit word. The minimum size datagram that any host is required to be able to handle is 576 bytes, but most modern hosts handle much larger packets. Sometimes subnetworks impose further restrictions on the size, in which case datagrams must be fragmented. Fragmentation is handled in either the host or packet switch in IPv4
· Identification: This field is an identification field and is primarily used for uniquely identifying fragments of an original IP datagram. Some experimental work has suggested using the ID field for other purposes, such as for adding packet-tracing information to datagrams in order to help trace back datagrams with spoofed source addresses.
· Flags: A three-bit field follows and is used to control or identify fragments. They are (in order, from high order to low order): 

bit 0: Reserved; must be zero.

bit 1: Don't Fragment (DF)

bit 2: More Fragments (MF)

If the DF flag is set and fragmentation is required to route the packet then the packet will be dropped. This can be used when sending packets to a host that does not have sufficient resources to handle fragmentation.

When a packet is fragmented all fragments have the MF flag set except the last fragment, which does not have the MF flag set. The MF flag is also not set on packets that are not fragmented — an unfragmented packet is its own last fragment.
· Fragment Offset: The fragment offset field, measured in units of eight-byte blocks, is 13 bits long and specifies the offset of a particular fragment relative to the beginning of the original unfragmented IP datagram. The first fragment has an offset of zero. This allows a maximum offset of (213 – 1) × 8 = 65,528 bytes which would exceed the maximum IP packet length of 65,535 bytes with the header length included (65,528 + 20 = 65,548 bytes).
· Time To Live (TTL): An eight-bit time to live (TTL) field helps prevent datagrams from persisting (e.g. going in circles) on an internet. This field limits a datagram's lifetime. It is specified in seconds, but time intervals less than 1 second are rounded up to 1. In latencies typical in practice, it has come to be a hop count field. Each router that a datagram crosses decrements the TTL field by one. When the TTL field hits zero, the packet is no longer forwarded by a packet switch and is discarded. Typically, an ICMP message (specifically the time exceeded) is sent back to the sender that it has been discarded. The reception of these ICMP messages is at the heart of how traceroute works.
· Protocol: This field defines the protocol used in the data portion of the IP datagram. The Internet Assigned Numbers Authority maintains a list of Protocol numbers which was originally defined in RFC 790. 
· Header Checksum: The 16-bit checksum field is used for error-checking of the header. At each hop, the checksum of the header must be compared to the value of this field. If a header checksum is found to be mismatched, then the packet is discarded. Note that errors in the data field are up to the encapsulated protocol to handle indeed, both UDP and TCP have checksum fields.

The checksum field is the 16-bit one's complement of the one's complement sum of all 16-bit words in the header. For purposes of computing the checksum, the value of the checksum field is zero.
In other words, all 16-bit words are summed together using one's complement (with the checksum field set to zero). The sum is then one's complemented and this final value is inserted as the checksum field.
· Source address: An IPv4 address is a group of four octets for a total of 32 bits. The value for this field is determined by taking the binary value of each octet and concatenating them together to make a single 32-bit value.
For example, the address 10.9.8.7 would be 00001010000010010000100000000111.

This address is the address of the sender of the packet. Note that this address may not be the "true" sender of the packet due to network address translation. Instead, the source address will be translated by the NATing machine to its own address. Thus, reply packets sent by the receiver are routed to the NATing machine, which translates the destination address to the original sender's address.
· Destination address: Identical to the source address field but indicates the receiver of the packet.
· Options: Additional header fields may follow the destination address field, but these are not often used. Note that the value in the IHL field must include enough extra 32-bit words to hold all the options. The list of options may be terminated with an EOL (End of Options List, 0x00) option; this is only necessary if the end of the options would not otherwise coincide with the end of the header. The possible options that can be put in the header are as follows:

	Field
	Size (bits)
	Description

	Copied
	1
	Set to 1 if the options need to be copied into all fragments of a fragmented packet.

	Option Class
	2
	A general options category. 0 is for "control" options, and 2 is for "debugging and measurement". 1, and 3 are reserved.

	Option Number
	5
	Specifies an option.

	Option Length
	8
	Indicates the size of the entire option (including this field). This field may not exist for simple options.

	Option Data
	Variable
	Option-specific data. This field may not exist for simple options.


· Data: The last field is not a part of the header and, consequently, not included in the checksum field. The contents of the data field are specified in the protocol header field and can be any one of the transport layer protocols.

IPv4 disadvantages:

· Limited address space. The most visible and urgent problem with using IPv4 on the modern Internet is the rapid depletion of public addresses. Due to the initial address class allocation practices of the early Internet, public IPv4 addresses are becoming scarce. Organizations in the United States hold most public IPv4 address space worldwide. This limited address space has forced the wide deployment of network address translators (NATs), which can share one public IPv4 address among several privately addressed computers. NATs have the side effect of acting as a barrier for server, listener, and peer-to-peer applications running on computers that are located behind the NAT.
Although there are workarounds for NAT issues, they only add complexity to what should be an end-to-end addressable global network.
· Flat routing infrastructure. In the early Internet, address prefixes were not allocated to create a summarizable, hierarchical routing infrastructure. Instead, individual address prefixes were assigned and each address prefix became a new route in the routing tables of the Internet backbone routers. Today’s Internet is a mixture of flat and hierarchical routing, but there are still more than 85,000 routes in the routing tables of Internet backbone routers.
· Configuration. IPv4 must be configured, either manually or through the Dynamic Host Configuration Protocol (DHCP). DHCP allows IPv4 configuration administration to scale to large networks, but you must also configure and manage a DHCP infrastructure.
· Security. Security for IPv4 is specified by the use of Internet Protocol security (IPsec). However, IPsec is optional for IPv4 implementations. Because an application cannot rely on IPsec being present to secure traffic, an application might resort to other security standards or a proprietary security scheme. The need for built-in security is even more important today, when we face an increasingly hostile environment on the Internet.
· Prioritized delivery. Prioritized packet delivery, such as special handling parameters for low delay and low variance in delay for voice or video traffic, is possible with IPv4. However, it relies on a new interpretation of the IPv4 Type Of Service (TOS) field, which is not supported for all the devices on the network. Additionally, identification of the packet flow must be done using an upper layer protocol identifier such as a TCP or User Datagram Protocol (UDP) port. This additional processing of the packet by intermediate routers makes forwarding less efficient.
· Mobility. Mobility is a new requirement for Internet-connected devices, in which a node can change its address as it changes its physical attachment to the Internet and still maintain existing connections. Although there is a specification for IPv4 mobility, due to a lack of infrastructure, communications with an IPv4 mobile node are insufficient.

All of these issues and others prompted the Internet Engineering Task Force (IETF) to begin the development of a replacement protocol for IPv4 that would solve the problems of IPv4 and be extensible to solve additional problems in the future. The replacement for IPv4 is IPv6.

IPv6

The Internet is growing extremely rapidly. The IPv4 addressing scheme, with a 32-bit address field, provides for over 4 billion possible addresses, so it might seem more than adequate to the task of addressing all of the hosts on the Internet, since there appears to be room to accommodate 40 times as many Internet hosts. Unfortunately, this is not the case for a number of reasons, including the following:

· An IP address is divided into a network portion and a local portion which are administered separately. Although the address space within a network may be very sparsely filled, allocating a portion of the address space (range of IP addresses) to a particular administrative domain makes all addresses within that range unavailable for allocation elsewhere.
· The address space for networks is structured into Class A, B, and C networks of differing sizes, and the space within each needs to be considered separately.

· The IP addressing model requires that unique network numbers be assigned to all IP networks, whether or not they are actually connected to the Internet.

· It is anticipated that growth of TCP/IP usage into new areas outside the traditional connected PC will shortly result in a rapid explosion of demand for IP addresses. For example, widespread use of TCP/IP for interconnecting hand-held devices, electronic point-of-sale terminals or for Web-enabled television receivers (all devices that are now available) will enormously increase the number of IP hosts.

These factors mean that the address space is much more constrained than our

simple analysis would indicate. This problem is called IP Address Exhaustion. Methods of relieving this problem are already being employed, but eventually, the present IP address space will be exhausted. The use of Classless Inter Domain Routing (CIDR) and the increased use of Dynamic Host Configuration Protocol (DHCP) may have relieved pressure on the address space. But on the other hand, current growth rates are probably exceeding that expectation. Apart from address exhaustion, other restrictions in IPv4 also call for the definition of a new IP protocol:
· Even with the use of CIDR, routing tables, primarily in the IP backbone routers, are growing too large to be manageable.

· Traffic priority, or class of service, is vaguely defined, scarcely used, and not at all enforced in IPv4, but highly desirable for modern real-time applications.

· The number of mobile data applications and devices grow quickly, IPv4 has difficulty in managing forwarding addresses and in realizing visitor-location network authentication.

· There is no direct security support in IPv4. Various open and proprietary security solutions cause interoperability concerns. As the internet becomes the fabric of every life in the new cyber space, security enhancement to the infrastructure should be placed in the basic IP protocol.

In view of these issues, the IETF established an IPng (IP next generation)

working group to make recommendations for the IP Next Generation Protocol. Eventually, the specification for Internet Protocol, Version 6 (IPv6) was produced in RFC2460 as the latest version.

Features and differences from IPv4
In most regards, IPv6 is a conservative extension of IPv4. Most transport- and application-layer protocols need little or no change to operate over IPv6; exceptions are application protocols that embed internet-layer addresses, such as FTP or NTPv3.
IPv6 specifies a new packet format, designed to minimize packet-header processing. Since the headers of IPv4 packets and IPv6 packets are significantly different, the two protocols are not interoperable.
Larger address space

The most important feature of IPv6 is a much larger address space than that of IPv4: addresses in IPv6 are 128 bits long, compared to 32-bit addresses in IPv4.




An illustration of an IP address (version 6), in hexadecimal and binary.

The very large IPv6 address space supports a total of 2128 (about 3.4×1038) addresses—or approximately 5×1028 (roughly 295) addresses for each of the roughly 6.8 billion (6.8×109) people alive in 2010. In another perspective, this is the same number of IP addresses per person as the number of atoms in a metric ton of carbon.

While these numbers are impressive, it was not the intent of the designers of the IPv6 address space to assure geographical saturation with usable addresses. Rather, the longer addresses allow a better, systematic, hierarchical allocation of addresses and efficient route aggregation. With IPv4, complex Classless Inter-Domain Routing (CIDR) techniques were developed to make the best use of the small address space. Renumbering an existing network for a new connectivity provider with different routing prefixes is a major effort with IPv4, as discussed in RFC 2071 and RFC 2072. With IPv6, however, changing the prefix announced by a few routers can in principle renumber an entire network since the host identifiers (the least-significant 64 bits of an address) can be independently self-configured by a host.

The size of a subnet in IPv6 is 264 addresses (64-bit subnet mask), the square of the size of the entire IPv4 Internet. Thus, actual address space utilization rates will likely be small in IPv6, but network management and routing will be more efficient because of the inherent design decisions of large subnet space and hierarchical route aggregation.

Stateless address auto configuration
IPv6 hosts can configure themselves automatically when connected to a routed IPv6 network using ICMPv6 router discovery messages. When first connected to a network, a host sends a link-local multicast router solicitation request for its configuration parameters; if configured suitably, routers respond to such a request with a router advertisement packet that contains network-layer configuration parameters.

If IPv6 stateless address auto configuration is unsuitable for an application, a network may use stateful configuration with the Dynamic Host Configuration Protocol for IPv6 (DHCPv6) or hosts may be configured statically.

Routers present a special case of requirements for address configuration, as they often are sources for auto configuration information, such as router and prefix advertisements. Stateless configuration for routers can be achieved with a special router renumbering protocol.
Multicast

Multicast, the ability to send a single packet to multiple destinations, is part of the base specification in IPv6. This is unlike IPv4, where it is optional (although usually implemented).

IPv6 does not implement broadcast, which is the ability to send a packet to all hosts on the attached link. The same effect can be achieved by sending a packet to the link-local all hosts multicast group. It therefore lacks the notion of a broadcast address—the highest address in a subnet (the broadcast address for that subnet in IPv4) is considered a normal address in IPv6. Most environments, however, do not currently have their network infrastructures configured to route multicast packets; multicasting on a single subnet will work, but global multicasting might not.

IPv6 multicast shares common features and protocols with IPv4 multicast, but also provides changes and improvements. When even the smallest IPv6 global routing prefix is assigned to an organization, the organization is also assigned the use of 4.2 billion globally routable source-specific IPv6 multicast groups to assign for inner-domain or cross-domain multicast applications. In IPv4 it was very difficult for an organization to get even one globally routable cross-domain multicast group assignment and implementation of cross-domain solutions was very arcane. IPv6 also supports new multicast solutions, including Embedded Rendezvous Point which simplifies the deployment of cross domain solutions.

Mandatory network layer security

Internet Protocol Security (IPsec), the protocol for IP encryption and authentication, forms an integral part of the base protocol suite in IPv6. IPsec support is mandatory in IPv6; this is unlike IPv4, where it is optional (but usually implemented). IPsec, however, is not widely used at present except for securing traffic between IPv6 Border Gateway Protocol routers.
Simplified processing by routers
A number of simplifications have been made to the packet header, and the process of packet forwarding has been simplified, in order to make packet processing by routers simpler and hence more efficient. Specifically:

· The packet header in IPv6 is simpler than that used in IPv4, with many rarely used fields moved to separate options; as a result, although the addresses in IPv6 are four times larger, the option-less IPv6 header is only twice the size of the option-less IPv4 header.
· IPv6 routers do not perform fragmentation. IPv6 hosts are required to either perform PMTU discovery, perform end-to-end fragmentation, or to send packets smaller than the IPv6 minimum MTU size of 1280 octets.
· The IPv6 header is not protected by a checksum; integrity protection is assumed to be assured by both a link layer checksum and a higher layer (TCP, UDP, etc.) checksum. (UDP/IPv4 may actually have a checksum of 0, indicating no checksum; IPv6 requires UDP must have its own checksum.) In effect, IPv6 routers do not need to recompute a checksum when header fields (such as the TTL or Hop Count) change. This improvement may have been made less necessary by the development of routers that perform checksum computation at link speed using dedicated hardware, but it is still relevant for software based routers.
· The Time-to-Live field of IPv4 has been renamed to Hop Limit, reflecting the fact that routers are no longer expected to compute the time a packet has spent in a queue.

Mobility

Unlike mobile IPv4, Mobile IPv6 (MIPv6) avoids triangular routing and is therefore as efficient as normal IPv6. IPv6 routers may also support Network Mobility (NEMO, RFC 3963) which allows entire subnets to move to a new router connection point without renumbering. However, since neither MIPv6 nor MIPv4 or NEMO are widely deployed today, this advantage is mostly theoretical.

Options extensibility

IPv4 has a fixed size (40 octets) of option parameters. In IPv6, options are implemented as additional extension headers after the IPv6 header, which limits their size only by the size of an entire packet. The extension header mechanism allows IPv6 to be easily 'extended' to support future services for QoS, security, mobility, etc. without a redesign of the basic protocol.

Jumbograms

IPv4 limits packets to 65535 (216 - 1) octets of payload. IPv6 has optional support for packets over this limit, referred to as jumbograms, which can be as large as 4294967295 (232 - 1) octets. The use of jumbograms may improve performance over high-MTU links. The use of jumbograms is indicated by the Jumbo Payload Option header.

The IPv6 header format

The format of the IPv6 packet header has been simplified from its counterpart in IPv4. The length of the IPv6 header increases to 40 bytes (from 20 bytes) and contains two 16-byte addresses (source and destination), preceded by 8 bytes of control information. The IPv4 header has two 4-byte addresses preceded by 12 bytes of control information and possibly followed by option data. The reduction of the control information and the elimination of options in the header for most IP packets are intended to optimize the processing time per packet in a router. The infrequently used fields that have been removed from the header are moved to optional extension headers when they are required.
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· Vers : 4-bit Internet Protocol version number: 6.
· Traffic class: The 8-bit traffic class field allows applications to specify a certain priority for the traffic they generate, thus introducing the concept of class of service. This enables the prioritization of packets, as in differentiated Services. The structure of the traffic class field is illustrated in Figure,
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· DSCP Differentiated Services Code Point (6 bits): It provides various code sets to mark the per-hop behavior for a packet belonging to a service class.
· ECN Explicit Congestion Notification (2 bits): It allows routers to set congestion indications instead of simply dropping the packets. This avoids delays in retransmissions, while allowing active queuing management.

· Flow label: IPv6 introduces the concept of a flow, which is a series of related packets from a source to a destination that requires a particular type of handling by the intervening routers, for example, real-time service. The nature of that handling can either be conveyed by options attached to the datagrams (that is, by using the IPv6 hop-by-hop options header) or by a separate protocol (such as Resource Reservation Protocol (RSVP). All packets belonging to the same flow must be sent with the same source address, destination address, and flow label. The handling requirement for a particular flow label is known as the state information; this is cached at the router. When packets with a known flow label arrive at the router, the router can

efficiently decide how to route and forward the packets without having to examine the rest of the header for each packet. The maximum lifetime of any flow-handling state established along a flow's path must be specified as part of the description of the state-establishment mechanism, for example, the resource reservation protocol or the flow-setup hop-by-hop option. A source must not reuse a flow label for a new flow within the maximum lifetime of any flow-handling state that might have been established for the prior use of that flow label. There can be multiple active flows between a source and a destination, as well as traffic that is not associated with any flow. Each flow is distinctly labelled by the 24-bit flow label field in the IPv6 packet. A flow is uniquely identified by the combination of a source address and a non-zero flow label. Packets that do not

belong to a flow carry a flow label of zero. A flow label is assigned to a flow by the flow's source node. New flow labels must be chosen (pseudo-)randomly and uniformly from the range 1 to FFFFF hex. The purpose of the random allocation is to make any set of bits within the Flow Label field suitable for use as a hash key by routers for looking up the state associated with the flow. 

· Payload length: The length of the packet in bytes (excluding this header) encoded as a 16-bit unsigned integer. If length is greater than 64 KB, this field is 0 and an option header (Jumbo Payload) gives the true length.
· Next header: Indicates the type of header immediately following the

basic IP header. It can indicate an IP option header or an upper layer protocol. The protocol numbers used are the same as those used in IPv4. The next header field is also used to indicate the presence of extension headers, which provide the mechanism for appending optional information to the IPv6 packet. The following values appear in IPv6 packets, in addition to those mentioned for IPv4:

41 Header

45 Interdomain Routing Protocol46 Resource Reservation Protocol

58 IPv6 ICMP Packet

The following values are all extension headers:

0 Hop-by-Hop Options Header

43 IPv6 Routing Header

44 IPv6 Fragment Header

50 Encapsulating Security Payload

51 IPv6 Authentication Header

59 No Next Header

60 Destination Options Header

· Hop limit: This is similar to the IPv4 TTL field but it is now measured in hops and not seconds. It was changed for two reasons:

· IP normally forwards datagrams faster than one hop per second and the TTL field is always decremented on each hop, so, in practice, it is measured in hops and not seconds.

· Many IP implementations do not expire outstanding datagrams on the basis of elapsed time. The packet is discarded after the hop limit is decremented to zero.

· Source address: A 128-bit address.

· Destination address A 128-bit address.

IPv4 vs IPv6 Header
A comparison of the IPv4 and IPv6 header formats shows that a number of IPv4 header fields have no direct equivalents in the IPv6 header:

1. Type of service: Type of service issues in IPv6 are handled using the flow concept.

2. Identification, fragmentation flags, and fragment offset: Fragmented packets have an extension header rather than fragmentation information in the IPv6 header. This reduces the size of the basic IPv6 header, because higher-level protocols, particularly TCP, tend to avoid fragmentation of datagrams (this reduces the IPv6 header processing costs for the normal case). IPv6 does not fragment packets en route to their destinations, only at the source.
3. Header checksum: Because transport protocols implement checksums, and because IPv6 includes an optional authentication header that can also be used to ensure integrity, IPv6 does not provide checksum monitoring of IP packets. Both TCP and UDP include a pseudo IP header in the checksums they use, so in these cases, the IP header in IPv4 is being checked twice. TCP and UDP, and any other protocols using the same checksum mechanisms running over IPv6, will continue to use a pseudo IP header although, obviously, the format of the pseudo IPv6 header will be different from the pseudo IPv4 header. ICMP, IGMP, and any other protocols that do not use a pseudo IP header over IPv4 use a pseudo IPv6 header in their checksums.
4. Options: All optional values associated with IPv6 packets are contained in extension headers, ensuring that the basic IP header is always the same size. 
IPv6 addressing

The IPv6 address model is specified in RFC 4291 – IP Version 6 Addressing

Architecture. IPv6 uses a 128-bit address instead of the 32-bit address of IPv4. That theoretically allows for 340,282,366,920,938,463,463,374,607,431,768,211,456 addresses. Even when used with the same efficiency as today's IPv4 address space, that still allows for 50,000 addresses per square meter of land on Earth.

The IPv6 address provides flexibility and scalability:

· It allows multilevel subnetting and allocation from a global backbone to an individual subnet within an organization.

· It improves multicast scalability and efficiency through scope constraints.

· It adds a new address for server node clusters, where one server can

respond to a request to a group of nodes.

· The large IPv6 address space is organized into a hierarchical structure to reduce the size of backbone routing tables.

IPv6 addresses are represented in the form of eight hexadecimal numbers

divided by colons, for example:

FE80:0000:0000:0000:0001:0800:23E:F5DB

To shorten the notation of addresses, leading zeroes in any of the groups can be omitted, for example:

FE80:0:0:0:1:800:23E7:F5DB

Finally, a group of all zeroes, or consecutive groups of all zeroes, can be

substituted by a double colon, for example:

FE80::1:800:23E7:F5DB

The IPv6 address space is organized using format prefixes, similar to telephone country and area codes, that logically divide it in the form of a tree so that a route from one network to another can easily be found. 

Types of addresses that IPv6 defines.

Unicast address

A unicast address is an identifier assigned to a single interface. Packets sent to that address will only be delivered to that interface. Special purpose unicast addresses are defined as follows:

1. Loopback address (::1): This address is assigned to a virtual interface over which a host can send packets only to itself. It is equivalent to the IPv4 loopback address 127.0.0.1.

2. Unspecified address (::): This address is used as a source address by hosts while performing auto configuration. It is equivalent to the IPv4 unspecified address 0.0.0.0.

3. IPv4-compatible address (::<IPv4_address>): Addresses of this kind are used when IPv6 traffic needs to be tunneled across existing IPv4 networks. The endpoint of such tunnels can be either hosts (automatic tunneling) or routers (configured tunneling). IPv4-compatible addresses are formed by placing 96 bits of zero in front of a valid 32-bit IPv4 address. For example, the address 1.2.3.4 (hex 01.02.03.04) becomes ::0102:0304.

4. IPv4-mapped address (::FFFF:<IPv4_address>): Addresses of this kind are used when an IPv6 host needs to communicate with an IPv4 host. This requires a dual stack host or router for header translations. For example, if an IPv6 node wants to send data to host with an IPv4 address of 1.2.3.4, it uses a destination address of ::FFFF:0102:0304.
5. Link-local address: Addresses of this kind can be used only on the physical network that to which a host's interface is attached.
6. Site-local address: Addresses of this kind cannot be routed into the Internet. They are the equivalent of IPv4 networks for private use (10.0.0.0, 176.16.0.0-176.31.0.0, 192.168.0.0-192.168.255.0).

Multicast address

A multicast address is an identifier assigned to a set of interfaces on multiple

hosts. Packets sent to that address will be delivered to all interfaces corresponding to that address. There are no broadcast addresses in IPv6, their function being superseded by multicast addresses. Figure shows the format of an IPv6 multicast address.
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1. FP Format Prefix: 1111 1111.

2. Flags: Set of four flag bits. Only the low order bit currently has

any meaning, as follows:

0000 Permanent address assigned by a numbering authority.

0001 Transient address. Addresses of this kind can be established by applications as required. When the application ends, the address will be released by the application and can be reused.
3. Scope: 4-bit value indicating the scope of the multicast. Possible

values are:

0 Reserved

1 Confined to interfaces on the local node (node-local)

2 Confined to nodes on the local link (link-local)

5 Confined to the local site

8 Confined to the organization

E Global scope

F Reserved

4. Group ID: Identifies the multicast group. For example, if the NTP servers group is assigned a permanent multicast address, with a group ID of &hex.101, then: 

a. FF02::101 means all NTP servers on the same link as the sender
b. FF05::101 means all NTP servers on the same site as the sender.

Certain special purpose multicast addresses are predefined as follows:

a. FF01::1: All interfaces node-local. Defines all interfaces on the host itself.
b. FF02::1 All nodes link-local. Defines all systems on the local network.
c. FF01::2 All routers node-local. Defines all routers local to the host itself.
d. FF02::2 All routers link-local. Defines all routers on the same link as the host.
e. FF05::2 All routers site-local. Defines all routers on the same site as the host.
f. FF02::B Mobile agents link-local.
g. FF02::1:2 All DHCP agents link-local.
h. FF05::1:3 All DHCP servers site-local.

Anycast address

An anycast address is a special type of unicast address that is assigned to

interfaces on multiple hosts. Packets sent to such an address will be delivered to the nearest interface with that address. Routers determine the nearest interface based upon their definition of distance. Anycast addresses use the same format as unicast addresses and are indistinguishable from them. However, a node that has been assigned an anycast address must be configured to be aware of this fact. RFC 4291 currently specifies the following restrictions on anycast addresses:

· An anycast address must not be used as the source address of a packet.
· Any anycast address can only be assigned to a router.

A special anycast address, the subnet-router address, is predefined. This

address consists of the subnet prefix for a particular subnet followed by trailing zeroes. This address can be used when a node needs to contact a router on a particular subnet and it does not matter which router is reached (for example, when a mobile node needs to communicate with one of the mobile agents on its “home” subnet).

IPv6 security
There are two optional headers defined for security purposes:
· Authentication Header (AH)
· Encapsulated Security Payload (ESP)

AH and ESP in IPv6 support authentication, data integrity, and optionally

confidentiality. AH conveys the authentication information in an IP package,

while ESP carries the encrypted data of the IP package. Either or both can be implemented alone or combined in order to achieve different levels of user security requirements. Note that they can also be combined with other optional header to provision security features. For example, a routing header can be used to list the intermediate secure nodes for a packet to visit on the way, thus allowing the packet to travel only through secure routers. IPv6 requires support for IPSec as a mandatory standard. This mandate provides a standards-based solution for network security needs and promotes interoperability.

Authentication header

The authentication header is used to ensure that a received packet has not been altered in transit and that it really came from the claimed sender. The authentication header is identified by the value 51 in the preceding Next

Header field. 
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· Security Parameters Index (SPI): The SPI is an arbitrary 32-bit value that is used by a Sequence Number (SN) Field Security Parameters Index (SPI) Integrity Check Value-ICV receiver to identify the Security Association (SA) to which an incoming packet is bound. For a unicast SA, the SPI can be used by itself to specify an SA, or it can be used in conjunction with the IPSec protocol type (in this case AH).The SPI field is mandatory. Traffic to unicast SAs described earlier must be supported by all AH implementations. If an IPSec implementation supports multicast, it must support multicast SAs using a special de-multiplexing algorithm.
· Sequence Number: This unsigned 32-bit field contains a counter value that increases by one for each packet sent, that is, a per-SA packet sequence number. For a unicast SA or a single-sender multicast SA, the sender must increment this field for every  transmitted  packet. Sharing an SA among multiple senders is permitted, though generally not recommended. The field is mandatory and must always be present even if the receiver does not elect to enable the anti-replay service for a specific SA. Processing of the Sequence Number field is at the discretion of the receiver, but all AH implementations must be capable of performing the processing, Thus, the sender must always transmit this field, but the receiver need not act upon it. The sender's counter and the receiver's counter are initialized to 0 when an SA is established. The first packet sent using a given SA will have a sequence number of 1; if anti-replay is enabled (the default), the transmitted sequence number must never be allowed to cycle. Therefore, the sender's counter and the receiver's counter must be reset (by establishing a new SA and thus a new key) prior to the transmission of the 232 packet on an SA. 
· Extended (64-bit) Sequence Number (ESN): To support high-speed IPSec implementations, a new option for sequence numbers should be offered, as an extension to the current, 32-bit sequence number field. Use of an Extended Sequence Number (ESN) must be negotiated by an SA management protocol. The ESN feature is applicable to multicast as well as unicast SAs.
· Integrity Check Value (ICV): This is a variable-length field that contains the Integrity Check Value (ICV) for this packet. The field must be an integral multiple of 32 bits (IPv4 or IPv6) in length. All implementations must support such padding and must insert only enough padding to satisfy the IPv4/IPv6 alignment requirements.
· Encapsulating Security Payload: The Encapsulated Security Payload (ESP) is defined in RFC 4303. All data following the ESP header is encrypted. Figure illustrates the ESP structure with the additional field explained after the figure. The packet begins with the Security Parameters Index (SPI) and Sequence Number (SN). Following these fields is the Payload Data, which has a substructure that depends on the choice of encryption algorithm and mode and on the use of TFC padding. Following the Payload Data are Padding and Pad Length fields and the Next Header field. The optional Integrity Check Value (ICV) field completes the packet.
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· Payload Data: Payload Data is a variable-length field containing data (from the original IP packet). It is a mandatory field and is an integral number of bytes in length. If the algorithm used to encrypt the payload requires cryptographic synchronization data, for example, an Initialization Vector (IV), this data is carried in the Payload field. Any encryption algorithm that requires an explicit, per-packet synchronization data must indicate the length, any structure for such data, and the location of this data. If such synchronization data is implicit, the algorithm for deriving the data must be part of the algorithm definition. Note that the beginning of the next layer protocol header must be aligned relative to the beginning of the ESP header. For IPv6, the alignment is a multiple of 8 bytes.
Transition Mechanisms for IPv6
It is clear that there will not be a flash cut of the Internet from IPv4 to IPv6. For a very long time after IPv6 is introduced into the Internet, IPv4 and IPv6 hosts and networks will have to coexist and work together.

The consensus view is that IPv6 will initially be introduced in isolated sites, which will be interconnected by the IPv4 based public internet. TRAN lays out a number of techniques to permit IPv4/IPv6 coexistence. They are:
· Dual IP layer 

· IPv6 over IPv4 tunnelling 

· DNS infrastructure 

These are described briefly as following: - 

(i) Dual IP Layer 

The dual IP layer is an implementation of the TCP/IP suite of protocols that includes both an IPv4 Internet layer and an IPv6 Internet layer. This is the mechanism used by IPv6/IPv4 nodes so that communication with both IPv4 and IPv6 nodes can occur. A dual IP layer contains a single implementation of Host-to-Host layer protocols such as TCP and UDP. All upper layer protocols in a dual IP layer implementation can communicate over IPv4, IPv6, or IPv6 tunneled in IPv4. 

Figure below shows a dual IP layer architecture. 
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Figure: A Dual IP Layer Architecture

ii) IPv6 over IPv4 Tunneling 
IPv6 over IPv4 tunneling is the encapsulation of IPv6 packets with an IPv4 header so that IPv6 packets can be sent over an IPv4 infrastructure. Within the IPv4 header: 

· The IPv4 Protocol field is set to 41 to indicate an encapsulated IPv6 packet.

· The Source and Destination fields are set to IPv4 addresses of the tunnel endpoints. The tunnel endpoints are either manually configured as part of the tunnel interface or are automatically derived from the sending interface, the next-hop address of the matching route, or the source and destination IPv6 addresses in the IPv6 header. 

[image: image9.emf]Figure below shows IPv6 over IPv4 tunneling. 

Figure: Tunnelling IPv6 over IPv4 packets 

For IPv6 over IPv4 tunneling, the IPv6 path maximum transmission unit (MTU) for the destination is typically 20 less than the IPv4 path MTU for the destination. However, if the IPv4 path MTU is not stored for each tunnel, there are instances where the IPv4 packet will need to be fragmented at an intermediate IPv4 router. In this case, IPv6 over IPv4 tunneled packet must be sent with the Don’t Fragment flag in the IPv4 header set to 0.

iii) DNS Infrastructure 
A Domain Name System (DNS) infrastructure is needed for successful coexistence of IPv6 and IPv4 because of the prevalent use of names (rather than addresses) to refer to network resources. Upgrading the DNS infrastructure consists of populating the DNS servers with records to support IPv6 name-to-address and address-to-name resolutions. After the addresses are obtained using a DNS name query, the sending node must select which addresses are to be used for communication. 
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