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Abstract                              

                             What if a computer could read your heart? What if it could detect your annoyance, apologize to you, and change its behavior? Roz Picard, a professor at MIT, believes that computers should understand and exhibit emotion. Absurd? Not really. Without the ability to recognize a person's emotional state, computers will remain at the most trivial levels of endeavor. Think about it. What you remember most about an influential teacher is her compassion and enthusiasm, not the rigors of grammar or science. Consider one of the simplest forms of affect: attention. Isn't it irritating to talk to someone as his attention drifts off? Yet all computer programs ignore such matters. They babble on as if the user were in a magical state of attentiveness. We define EI as the capacity to reason about emotions, and of emotions to enhance thinking. It includes the abilities to accurately perceive emotions, to access and generate emotions so as to assist thought, to understand emotions and emotional knowledge, and to reflectively regulate emotions so as to promote emotional and intellectual growth. The next section of paper will broach the comfortable communication of emotion with the system, the devices that are developed to detect them. Two main themes of communication are the self-report and concurrent expression. These two themes are described next, together with an example of a human-human analogy, some pros and cons, and examples of new systems that are built. 



       The paper ends with quoting the current research projects coming up in this field and the evolution of technology in the future in order to make the computers not emotional but intelligent.

Introduction

                When you deal with people from different countries, you show respect for them by translating the conversation into their language, you adapt to them. You don’t require them to adapt to you. But computers are very disrespectful. They expect us to adapt to them, and if not, we are made to feel dumb. It is not people who are reluctant, it’s the computer that is reluctant, and it is the software that refuses to adapt.

                    Over 70 studies on human-machine interaction in the last decade have pointed to an intriguing phenomenon: People tend to interact with machines in a way that is similar to how they interact with each other, even when the machine is not a robot, agent, or other kind of obviously social actor. This finding holds even when the users are intelligent computer science students who know that machines don't have feelings and don't care how you interact with them. Given that human-human interaction is a frequent guide to human-computer interaction; it thus becomes interesting to ask if there are principled sets of skills that are particularly important for human-human interaction, which machines do not yet have. The skills of "emotional intelligence" have been argued to be among the most important for people, even more important than mathematical and verbal intelligences. Emotional intelligence includes the ability to recognize emotion -- to see if you're irritated or annoyed someone, pleased or displeased them bored or interested them. It includes the ability to know when to show emotion (or not), and how you should respond to another's emotions, as well as many other skills.

Can computers possess Emotional Intelligence

Rationale? 

                      The rationale for attempting to mimic emotional intelligence in a computer is not immediately clear. In fact, classic Western views of intelligence often pitted emotion and reason against each other. Emotion was seen as a disorganizing factor, harmful to reasoning and logic. However, with the recent introduction of the concept of emotional intelligence, the many positive contributions of emotional factors to intellectual functioning were highlighted. Furthermore, understanding emotion (and to a lesser extent, exhibiting it) may prove essential to any system that is designed to interact with human beings. Of course, the implementation of such a system represents an enormous challenge. 

                        So why is understanding emotions crucial? The most direct reason, and the obvious one after a moment’s introspection, is that emotion is inextricably tied to everything we say and do. In more concrete terms, let us consider the advantages of having a computer that understands emotion. First of all, it could provide vastly improved interactions with users. More importantly though, emotional intelligence would be an enormous leap forward for systems attempting to learn about people, and the world in which they live.

Comfortable communication of emotion 

Emotion communication requires that a message be both sent and received. Most computer interfaces inhibit such communication. Several people with autism, a complex disorder that typically includes impairment in recognition of emotion, have commented that they love being on the Web because it levels the playing field for them. In a sense, everyone is autistic on line. With the exception of gifted poets and others who work hard to lessen the ambiguity of the emotions expressed by their text e-mails, most of the emotions we show to our keyboards, monitors, and mice are not transmitted. Sometimes this is good; however, often it is a source of miscommunication and misunderstanding, resulting in lost time, damaged relationships, and reduced productivity. 

Emotion communication can be conducted with varying degrees of naturalness and accuracy, and with some surprises about what may be considered most preferable.  Two main themes of communication run through the kinds of devices that are built at the Media Lab: 

1. Self-report 

2. Concurrent expression. 

These two themes are described next, together with an example of a human-human analogy, some pros and cons, and examples of new systems that our group has designed and built. 

Self-report. Self-report systems leave it up to the user to go out of his or her way to communicate emotion. The user might make a selection by means of software from a menu of emotions with words or icons, or the user might touch a hardware input device that acts as a tangible icon, e.g., a physical icon, or “phicon” .In either case, it is up to the user to select an item when he or she feels a certain way and wants the system to know. Following are characteristics of self-report systems: 

· A human-human analogy of these systems: One person interrupts a conversation or task to clearly state how he or she is feeling. 

· The pros of these systems: This option gives the user total conscious control over the message that is sent, and sometimes it is a natural way to express emotion. 

· The cons of these systems: The user has to stop the primary task he or she is doing in order to communicate emotion. It is often hard or burdensome to articulate one's feelings. 

The menu of words, icons, or phicons can become large and still not capture what one is feeling. 

An example of self-report — thumbs-up feedback.

 To provide ongoing usability feedback, Matt Norwood in the MIT Media Lab has built a thumbs-up and a thumbs-down phicon and attached both to the networked “Mr Java” coffee machine in the lab. This machine usually works fine, making good cappuccino and espresso, but it occasionally displays cryptic messages. Norwood has added the ability to associate user feedback with the status of the machine's functions, including error states, such as “out of beans” and “out of milk.” When a customer is satisfied, he or she can tap the thumbs-up phicon, and the system will record a notch of satisfaction for the current operating state. If the machine displays an error message that 
Figure 1: Mr. Java

the customer does not understand, such as “empty grounds bin,” the customer might tap the thumbs-down phicon. The system records the continuous stream of reports of satisfaction or dissatisfaction, associating each with one of the 31 operating states of the machine at the time of feedback. This information provides the designer of the machine with a usability report of which features pleased or displeased the most customers, based on when users chose to express such information

Concurrent expression: In concurrent expression, the system attempts to sense affective expression in parallel with the user's primary task, without the user having to stop what he or she is doing to report his or her feelings. This can happen via whichever sensors the user may choose for the computer to have: video, microphone, typing or mouse holding pressure, physiology, olfaction, and so forth. Characteristics of concurrent expression follow: 
· A human-human analogy: A person expresses emotion in whatever way is most natural for the given situation, while engaged in some task, without having to stop that task. 

· The pros: This method aims at the greatest naturalness, placing no additional burden on the user. The user does not have to be interrupted, nor does he or she have to put into words something that might be difficult to express verbally. 

· The cons: Users may feel uneasy about a machine sensing things that they themselves are unaware of having expressed. There is more room for misinterpretation, given that much nonverbal information is ambiguously communicated. Many forms of sensing may be considered obtrusive, especially from a privacy standpoint. 

One example of a concurrent-expression method—wearable “expression glasses” that sense changes in facial muscles, such as furrowing the brow in confusion or interest. These glasses have a small point of contact with the brow, offer privacy, robustness to lighting changes, and the ability to move around freely without having to stay in a fixed position. The expression glasses can be used concurrently, while concentrating on a task, and can be activated either unconsciously or consciously. People are still free to make false expressions, or to have a “poker face” to mask true confusion if they do not want to communicate their true feelings, but if they want to communicate, the glasses offer a virtually effortless way to do so. 
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     Figure 2: Expression glasses
The two main forms of communication just described, self-report and concurrent expression can be used together. For example, the standard self-report means of giving a subject a questionnaire might be useful after a scenario like the one just described. The two methods complement each other in that they can gather different information. For example, self-report is notoriously inaccurate for getting true feelings (affected by a subject's expectations, mood, comfort level, rapport with the experimenter, and so forth) but can still provide useful feedback by helping articulate causes of feelings and other important issues. 

In studies conducted decades ago, participants were given self-report buttons that they could use in a classroom or meeting to anonymously communicating their feelings and opinions. The users of these systems describe the technology as helping to engage them more in the interaction, believing that their opinions mattered more. This method was successful when used in a question-and-answer format, e.g., “Did you all like this?” with everyone then pressing “yes” or “no.” However, when the device was used to communicate feedback such as confusion to a professor in a classroom, there were several problems. The key problem was that while a person was concentrating on what was confusing and trying to understand it, he or she would forget to push the button. Self-report is useful when there is a break in the action, with time to ask about and assess what has happened. But at that point, it takes more work to relate the expressed confusion to precisely where it was triggered. In contrast, furrowing the brow happens without necessarily interrupting the flow of action; the listener can change his or her facial expression without having to think about doing so; a person can concentrate on the lecture instead. Self-report is important, but it is no substitute for the natural channels of largely nonverbal communication that humans use concurrently while engaged in conversation, learning, and many other activities. 

Another example of a concurrent-expression method—physiological analysis which includes wearable computers that would offer a highly personalized computing environment, which attends not just to a person's direct input but also to the person's behavioral and affective cues. New wearable sensors are being developed that attempt to be more comfortable physically and socially facilitating the gathering of affective information concurrent with day-to-day activities. A wearable computer affords a different kind of sensing; in particular, it is relatively easy to obtain signals from the surface of the skin, in contrast with a seated environment where it is easier to point a camera at the user. We have been developing algorithms that can read four physiological signals, comfortably sensed from the skin surface, and relate these to a deliberately expressed emotion. Our recent results have achieved 81 percent recognition accuracy in selecting which of eight emotions was expressed by an actor, given 30 days of data, eight emotions per day, and features of the four signals: respiration, blood volume pressure, skin conductivity, and muscle tension. The eight emotions investigated were: neutral, hatred, anger, romantic love, platonic love, joy, and reverence. 
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Figure 3: Color emotion energy maps.

These results are the best reported to date for emotion recognition from physiology, and they lay between machine recognition results of affect from speech and of affect from facial expressions. 

The results are only for a single user, and they are obtained by a forced selection of one of the eight categories. Hence, these results are comparable to the recognition results in the early days of speech recognition, when the system was retrained for each speaker, and it knew that the person was speaking one of eight words, although there could be variation in how the person spoke the words from day to day. Much more work remains to be done to understand individual differences as well as differences that depend on context—whether developmental, social, or cultural. 

Physiological expression is one of many multimodal means of concurrent emotion communication is being explored. The initial focus is on speech from automobile drivers who might be conversing on the phone or with an automobile navigation system. A car has recently been equipped to examine driver behavior features jointly with physiological information. One such sensor setup is shown in by which the following physiological indicators were measured: muscle tension with an Electromyogram (EMG), blood volume pressure (BVP), skin conductivity (SC), and respiration.   [image: image3.jpg]Figure 3 Sensor placement in experiments to learn about driver stress and other affective states that might influence
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  Figure 4: Sensors, which ensure safety during driving.
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         Figure 5:  Electromyogram (EMG)

It is important to keep in mind that some people will feel more or less comfortable with each of these forms of communication. In a survey of nine regular users of traditional computing involving a big software package at MIT, five of them wanted a self-report button, whereas the other four wanted a beanbag, special surface, or mouse pressure sensor that they could hit, squeeze, or bang on. If the mouse were the primary source of such hitting, or squeezing, or banging input, then the feedback could also occur concurrently with the task, giving the user another option. A mouse has been built that senses pressure patterns but is only activated when the user directly points the mouse at a feedback icon. This mouse is part of new work by Carson Reynolds, who is developing an “Interface Tailor” that would adapt to user displays of positive or negative feedback. The mouse is a natural place for sensing signals from the user's hand; the latest IBM mouse can sense six emotions.
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Figure 6: Mouse, which discerns emotions.
Enhancement of human-human communication through computers:

An example of a system designed explicitly to expand human-human communication capabilities via computer is the TouchPhone, developed by Jocelyn Scheirer in our group. The TouchPhone augments regular voice communication with pressure information, indicating how tightly the speaker is holding the phone. The pressure is mapped to a color seen by the person on the other side—calibrated to blue if light pressure is applied and to red if strong pressure. No interpretation of this signal is performed by the computer; the color signal is simply transmitted to the conversational partner as an additional channel of information.
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Figure 7: Touch-Phone

Some of the other machines that recognize emotions are:

There are a variety of machines, which we use today which use a variety of methods to acquire affective information from us.

One such example is the TiVo from TiVo Inc. This device is a kind of digital VCR. It records what the user is watching continuously and allows the user to rewind, or pause in a live broadcast. One can walk into your living room 15 minutes into "Star Trek", start at the beginning of the episode, and "fast forward" through the commercials, gradually bringing one-self up to “realtime". 

       Figure 8: Tivo Remote
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It will also allow the user to pick shows desired, and it will record them for whenever they come on, without the need for explicitly mentioning the channels and the shows. Most of its "intelligent" behavior comes from program information it downloads from a central server every night through the phone line.

The interesting feature of this device, as far as affective computing is concerned, is that based on the shows liked and disliked it will record other shows it thinks the user might like automatically. How does this device determine what shows you like and dislike? Its affective sensors are quite simple, a huge green "thumbs up" button and a red "thumbs down" button on the remote. These buttons allow you to "rate" programs, giving them up to three thumbs up or down.
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Another example of current-day emotion sensing technology is a video game system developed by NASA that uses affective sensors to reduce stress. NASA's system uses a technique known as biofeedback. A network of sensors connected to the head of an individual record 

Figure 9: NASA Game Technology

Brainwave activity. As the player’s brainwaves move toward alpha wave-like activity (brainwaves associated with calm and low-stress) the game becomes easier to control. This encourages players to reproduce these brainwave patterns, and can be used to treat problems such as physical stress and attention deficit.                                                   

In a nutshell: The applications of this technology are widespread.

This technology could easily be used to provide qualitative feedback to designers of vehicles, buildings, and other spaces. A "buyer feedback form" provides these designers and engineers with some limited information about what people liked and disliked about their design, but imagine the kind of information they could get from someone carrying a portable device which recorded their emotional reactions as they moved about in a building, or drove around in a car; aspects of the environment which were confusing or frustrating could be much more easily found and eliminated, and the aspects of the environment which the user enjoyed could be expanded upon. This kind of affective information could also be gathered less invasively, using cameras in a building, or by adding affective sensors to the controls and seat of a vehicle.

Another very attractive area in which this technology could be employed is in education. Imagine a system designed to teach piano. Such a system could detect if a student was overly frustrated, and provide them with simpler pieces to learn. On the other end of the scale, such a system could detect if the student was bored or finding the pieces to easy, and give them more complicated pieces. The overall effect would be to moderate the material given to the student to play, making some challenging as this is when learning is optimal, and some inside the students' abilities as this provides material which gives a sense of reward.
Conclusion:

This paper has highlighted several aspects of Emotional Intelligence. The emphasis has been on illustrating new technology that can begin to recognize and help communicate aspects of emotional expression and to respond to it in an appropriate way. This area of research is very new, and many other laboratories have recently started similar projects, so that it would take a much longer paper to provide an overview of all the research in this area. 

DAY WILL COME“Our work isn’t about making machines emotional, it’s about making them more intelligent, more interesting to interact with, and better able to serve us,” goes the conclusion. 
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