www.1000projects.com

www.fullinterview.com

www.chetanasprojects.com


     A technical paper on

    Pattern Recognition and Image Processing    

· Face Recognition
CONTENTS:
1. Abstract

2. Introduction
2.1. But what is Unique and novel about our approach

2.2. How did we use Hopfield Network to recognize Image?

3. Problem definition and approach

4. What Image Process () Function does for us?
5. A Step wise Iteration of our Algorithm with an Example
6. Conclusion

7. References
1. Abstract:
                       As the debate on how efficient the computers are when it comes to performing     complex tasks continues, face recognition is a litmus test for programmers who are trying to achieve 100% efficiency by incorporating various algorithms and techniques. In our zest to add to the current work on face recognition we put forward a technique. The uniqueness in our approach is that we exploit the most important feature of the human face that has its most attractive and protean features concentrated at the Eyes, Eyebrows and the Nose region. We coin a CYNOSURE class to tackle this, for we have incorporated the Object-Oriented model. How a partial image is incarnated into its original form is the subject of discussion in this paper.

2. Introduction:
                      The only way to express yourself implicitly apart from using the vocal chord is by your facial expressions that convey a lot.  By the facial expressions one can know whether the other is gloomy or cheerful, everything can be gauged just by the face. Images are the best way to remember things of yore and who doesn’t browse through the family album to revel in those moments of delight. But you might be wondering what this face has in store for us, and that too when it comes to computers. Of course with the advent of Internet one can have Video chat which otherwise was devoid to us through phone. Exchanging images over the Net and what not, these images make us pretty, isn’t it? But there is a lot more to these images that one can finds it applications creeping into where ever they are applicable.

But for serious Computer programmers they will find The Images to good use and the latest thing that is making news is Face Recognition in order to scour criminals and to reveal their disguise. The criminals masquerade and go scot free who can deceit the naked eye.   Who doesn’t remember the notorious “Carlos” the Jackal who had played havoc with the world with his veil. Some times it so happens that our computers come out with results are so accurate that one is coerced to use it whenever it s viable.

Facial Recognition has had it roots from pattern recognition that has enjoyed a great deal of success in Character recognition, later incorporated into Signature Recognition. There are a good amount of Pattern Recognition Algorithms and Software that have shown some great accuracy and when it comes to face recognition it has its share of win.

2.1 But what is Unique and Novel about our approach:
When we were listening to a neural network class our faculty initiated a debate on image recognition from Partial inputs. We were at that point expatiating on HOPFIELD NETWORKS. Hopfield has been considered a pioneer in Image recognition and there are no qualms to disclose that he has been instrumental for us to pursue our field of research in face Identification. Its really unnerving how brains perform so many input transactions and build all complicated structures from a given input.

This kindled a debate among us that how a Hopfield Network used Energy Minimization techniques to arrive at the correct output, though it had its share of Local Minima problem. Boltzmann combined Hopfield  Nework  with a  technique called Simulated  Annealing  to produce a system that is much better at finding Global Minima.

Energy Minimization Diagram:
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Here ‘E’ is Energy.

2.2 How did we use Hopfield Network to recognize Images?
As it is the case with every Artificially learned or trained Network, Hopfield Networks are trained to identify images. Since we are concerned with the facial features, we need to train our Network to identify Human Images, more so the Human faces.

3. PROBLEM DEFINITION:
A Face Detection System with input and output as follows
Input: An image of fixed size.

Output: Give the details of the person with whom the given input image is identified with, for a match in the database else print the appropriate output.
HOW DO WE APPROACH:
Firstly the given input image has to be recognized that whether it is a human face or not. This task of recognizing is achieved using the BACKPROPOGATION ALGORITHM of Neural Networks. On being recognized as a part or whole of human face we need to identify the various parts of the human face, namely the eyes, nose, lips, chin etc. But this is not as easy as we seem to illustrate.

We now introduce an algorithm of our own that can be used to identify the various parts of human face.

So we divide these parts into various classes. These are


Forehead (Including the hairstyle)


Eye (Including the Eyebrows).


Nose


Lips


Chin

We also include one more special class.

Cynosure (Combination of Eyebrows, Eyes and Nose)

This is the class that we think can solve most of the problems concerning face recognition. We have named this class Cynosure because most of the facial expressions are concentrated and is most vital in determining the outcome of the face.
After dividing into these classes we proceed as below
1.   Get the input image.

2.  Search for a direct match of the image in the database. If match found print the details of the matched image and exit.

3. For an unsuccessful match give the input image to function ImageProcess().This ImageProcess() function has been explained with the help of an example in the later part of the paper . This function returns the output depending upon the  match found.

4.   If a match is found print the details else add the image to the database.

4. WHAT ImageProcess () FUNCTION DOES FOR US?
Have a look at the Image:
Latest
from Archive
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If both images were to be juxtaposed by a normal Human Eye, without much difficulty we 
Would arrive at a conclusion that both these images allude to the same person, say the name is Anand. But as we would not have to test our recognizing ability we would  like our Computer software to recognize these images so that we could ponder on other activities of our mundane life.

So we have this Archive Image of Mr. Anand stored in database. Now the user comes up with this Latest Image of whose Identity is not known, and he is precisely here to establish the latest image’s identity.

We now propose a novel way to approach this face identification scheme to which we wish to apply Hopfield Network.
We now give the flowchart of ImageProcess () that will try to search for the exact match shown in the next page.
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5. A STEP WISE ITERATION OF OUR ALGORITHM WITH AN EXAMPLE:

 Step 1:

Hair
 Æ Forehead
Æ Eyes, Brows

And Nose
Æ
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Lips with Chin
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Step 2:
If no Original Match, then start transforming every Face Class.

Any human face has most of its expression concentrated at the EYES, BROWS and NOSE region. We would try to concentrate on this region scrupulously. Here we use Cynosure class.
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Now lets Zoom these Regions of the input image.

[image: image6.png]



Zoom the stored image from the database:

Now we find that the images differ by the following:

1.   Color of the faces in both the photographs are different.

2.   Spectacles shapes have also been changed. Other differences will follow on the course.

Now we change color of the face in the Latest Image to the one found in the New image.

Step 3:
Shear and transform all the Image Classes as shown.
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Normal size
Horizontal Shear
Vertical Shear
Diagonal Shear
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Step 4:
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Meanwhile try locating images for Hair, Forehead and Chin and store in their array.
Find the Intersection of all these and try to match it with one obtained by the Triplet of EYE, BROW and NOSE.

Step5:
If there is a 77% probability match, then put it as one of the Output, and continue until 100% Probability or until all the Images have been scanned, else return to step 2 for a different image.
Let’s look at the step 3 in more detail:
Initially we have a part of the input figure, say eyes in our Case.

This is just only a part of the Input, and we try to create the rest of the Image by HOPFIELD NETWORK MODEL.
Consider
this image as the input, we will try to create a FOREHEAD region:

That will  look  like   [image: image9.png]


    this :

Now try create the CHIN region and it will thus look like this :

Finally we try to fill the Image matrix appropriately.
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       and finally an Image that needs some trimming
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This ImageProcess() function utilizes the Hopfield Model in arriving at the output. Now  the obtained final image is again fed-back as input for refinement.  This is how we train images in our algorithm.
6. Conclusion:
We have made the full use of the object-oriented model by partitioning the face features into respective classes as the EYES, EYEBROWS, NOSE, LIPS, CHIN and the most important class called the CYNOSURE. The objects that refer to these classes will find it easy to perform graphic operations such as the Rotation, Shearing etc. and find a match with an image that is available in the database. It is the ability of the Cynosure class that adds
Uniqueness to our approach. We have already discussed how cynosure class adds a shot in the

arm in our approach. But as it’s the case with every algorithm there are some flip and flop sides to it.

At the flip side we boast about the accuracy which we intend to achieve and how efficiently the Hopfield Model is put into use with other Neural Network algorithms such as the Back Propagation algorithm which we use to detect Human facial patterns initially before our Algorithm starts. Irrelevant input images can thus be discarded by using the Back Propagation algorithm at the very beginning.

The Achilles Spot of this algorithm is its slow rate of processing because there are lots of permutations and combinations are involved with every Face Class we have defined and some times can get too sluggish if more close images are available in the database or the size of the database is very large.
All in all there is a lot of improvements and emendations that has to be done and will thus pop out as the algorithm is put into more rigorous tests practically.
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