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PARALLEL DATA MINING OF ASSOCIATION RULES

ABSTRACT

The information age has seen most of the activities generating huge volumes of data. The explosive growth of business, scientific and government databases sizes has far outpaced our ability to interpret and digest the stored data. This has created a need for new generation tools and techniques for automated and intelligent database analysis. These tools and techniques are the subjects of the rapidly emerging field of data mining.

The objective of this work is to generate association rules. Association rules are statement like '98% of faculty members that borrow books on vision and multimedia also borrow books on data structures'. We have considered the problem of discovering rules for large library databases. We attempt to establish rules between keywords of a topic in database and effectively use these rules to distribute books among the interested faculty members.

We proceed to cover problem of parallel mining of association rules on distributed memory multiprocessor machine. Parallel mining of association rules represent a spectrum of trade-off between computation, communication, memory usage, synchronization and use of problem specific information. We have implemented the “Apriori" parallel algorithm. Performance measurements of parallel implementation show a good speed up behavior, compared to sequential implementation of the same algorithm. These rules can then be used to efficiently publicize books among those faculty members, who would be interested in them.

1. Data Mining: Generally, Data Mining (sometimes called knowledge discovery) is the process of analyzing data from different perspectives and summarizing it into useful information. Information can be used to increase revenue, cuts costs or both. Data mining software use one of the best analytical tools for analyzing data. It allows users to analyze data from many different dimensions or angles, categorize it and summarize the relationships identified. Technically, Data Mining is the process of finding correlations or patterns among multiple of fields in large relational databases.

1.1 Data Mining Techniques:
                Data mining is the component of KDD process, may involve repeated iterative application of Data Mining methods. The primary goal of Data Mining is to produce knowledge that the user can act upon. It does that by building a model of real world based on the data collected from a variety of sources, which may include corporate transactions, customer's history, customer demographic information, and relevant external database such as credit bureau information etc., the result of the model building exercise is a description of pattern and the relationships in the data.

 The major goals of Data Mining are, 

• Prediction

• Description

Prediction: It involves using some variables or fields of the database to predict the unknown or future values of the variables of interest.

Description: It focuses on finding human-interpretable patterns describing the data. The relative importance of prediction and description in a particular Data Mining application can vary considerably.

A Data Mining approach can generally be categorized into one of the following six-types:

 Classification, Regression, Time Series, Clustering, Association Rules and Sequence Discovery. Classification, Regression and Time series models are primarily useful for prediction, while Clustering, Association and Sequence Discovery models are useful for description of the behavior that is captured from the database. 

Classification and Regression: 
               It is a learning function that classifies a data item into one of several predefined classes, while Regression is a learning function, which maps a data item into a real-valued prediction variable. It uses existing values to forecast what other values would be. 

Clustering:
                It is a common descriptive task where on seeks to identify a finite set of categories or Clusters to describe the data. The categories may be mutually exclusive and exhaustive, or it may hierarchical or overlapping categories.

Time Series: 
                This method uses a series of existing values to forecast future values Sequence Discovers: This method is closely related to Association analysis, except that related items are spread over the time.

Associations: 
                Association is items that occur together in a given event or record. Association tools discover rules of the form:

"If keyword A is part of event, then X% of the time (the confidence factor) keyword B is part of the event.”
1.2 Sequential Data Mining:
                 In this paper, we consider the problem of discovering Association Rules from a library transaction database. Each transaction is a record of the books borrowed by a member of the library. Using this transaction base, it should be possible for us to identify Association Rules of the form, "A member who borrows books on the subjects k1 , k2 ,...kr  is also likely to be interested in borrowing books on the subjects k1, k2,...ks. Here k1...kr and k1-...ks are keywords that we can associate with books. For example, the book “computer organization and architecture" by J.P.Hayes will be associated with the key words "Architecture“ and "Organization". The transaction database may indicate that users who book on these topics may go for parallel processing too. This discovery of such rules can help a librarian in 

• Placing related books together in the library.

• Informing users about new arrivals that may interest them.

1.3 Motivation for Parallel Mining of Association Rules: 
                  With the availability of inexpensive storage and the progress in data capture technology, many organizations have created ultra large databases of business and scientific data, and this trend is expected to grow even more. A complementary technology trend is the progress in networking, memory' and processor technologies that has opened up the possibility of accessing and manipulating this massive database in reasonable amount of time. The promise of Data Mining is that it delivers technology that will enable the development of new bread of decision support application.

The following factors will influence the parallel mining of Association Rules:

• Very large data sets.

• Memory limitations of sequential computers cause sequential algorithm to make multiple expensive input/output passes over data.

• Need for scalable and efficient Data Mining computation

• Handle larger data for greater accuracy in a limited amount of time.

• Aspiration to gain competitive advantage.

1.4 Parallel Mining of Rules: 

For parallel mining of Association Rules, it is necessary to study the behavior implications of spectrum trade off between computation, synchronization and memory usage. Especially transaction databases partition data into a number of subgroups and attempts to utilize the main memory of the system efficiently. Each partition could be assigned to a processor after generating rules; each processor may independently make the decision to terminate or to process the next pass of the algorithm.

1.5 Proposed Approach by Considering Library Database: 

The main objective of the paper is to study and implement the effective circulation of newly arrival books according to field of specialization among the members of the users. Association rules for the library transactions are generated using the “Apriori algorithm” for sequential as well as parallel Data Mining with user specified support and confidence. User interest is considered as input.
2. Sequential Mining of Association Rules: In considering the problem of mining association Rules that satisfy user specified minimum Support and minimum Confidence level. Given a set of transactions, where each transaction involves a set of keywords, an association rule is an expression of the form XY, where X and Y are subsets of keywords. A rule XY holds in the transaction database d with confidence C if C% of transactions in d which contain X also contains Y. The rule has support S in the transactions set if S% of transactions in d contains X Y. 

Confidence emphasizes the strength of implication and the Support level indicates the frequency of with which patterns occur in the database. It is often desirable to pay attention to only those rules, which have reasonably large Support. Such rules with high confidence and strong Support are referred to as strong rules. The task of mining association Rules is essentially to discover strong Association Rules in large databases. The problem of mining Association Rules has been decomposed into the following two 

1. Discover large keyword sets, i.e., the set of keyword sets that have Support above a predetermined minimum supports.

2. Use these large keyword sets to generate the Association Rules for the database.

We summarize in the Table 1 the notation used in the algorithms.

Table 1 Notation for sequential algorithm

	Keyword Set
	Set of K keywords

	LK


	Set of large K keyword sets has 2 fields

1) Keyword Set. 2) Support count.

	CK


	Set of candidate K keyword sets has                                                                           

two field 1) Keyword set 2) Support       count.


Apriori Algorithm:
The basic "Apriori" Algorithm is summarized below

L1 ={frequent 1 keyword set};

K=2;

While (LK-1is not empty)

{

CK =Apriori_ Gen (LK-1);

 For all transactions t in T

 {

    If support [subset (Ck, t)] minimum support

                LK-1 = LK CK;

  }

            }

Answer - K LK
Procedure Apriori Gen ():
The Apriori_Gen () functions taken as argument LK-1, the set of all large (K- 1). keyword sets, it returns the superset of the set of all large K keyword sets. The Ariori_.Gen () performs two phases, Join and Prune operations.

I)  Join operation

Apriori_Gen (LK-1)

{

 Insert into CK

 Select

p. keyword1 .............. P.keywordK-1 ... q. keywordK-1 from LK-1

Of p LK-1 of q

Where
 p.keyword1 = q. keyword1

 p. keyword K-2 = q.keyword K-2,

 P.keywordK-1 < q.keyword -1

}

II) Prune operation
Delete all keyword sets CCK such that some (K-1)

Subset of C is not in LK-1

For all keyword set C CK

{

 For all (K-1) subset S of C

 {

  If(S LK-1 ) then

  Delete C from CK

 }

}
We need to show that CK LK. Clearly any subset a large keyword set must also have minimum Support. Hence if we extend each keyword set in LK-1. We would be left with superset of the keyword sets in LK.

The join operation is equivalent to extending LK-1 with each keyword set in the database and then deleting those keyword set for which LK-1 keyword set obtained by deleting the (K-1) the keyword set is not in LK-1. The condition p keywordK-1 < q.keyword LK-1 simply ensures that no duplicates are generated." Thus after the join operation CK LK . By similar reasoning, the prune step, whose (K-1) subset are not in LK-1, also does not delete any keyword set that could be LK.

2.1 Discovering of Rules:

          To generate rules, for every large keyword set 1 we find all the non empty l, for every such subset a, we output a rule. Of the form a (la), if the ratio of support (/) to support (a) is at least minimum confidence, we consider all subsets of / to generate rules with multiple consequent. Generating the subsets of large keyword sets in a recursive depth-first fashion will improve the above said procedure.
Algorithm

For all keyword lk k2

{

 Gen_rules (Ik Ik)

 Gen__rules (Ik: large k keyword set, am: large m keyword set)

 A- {(m-l)-keyword sets am-1|/am-1 am

}

For all am-1 A

{

 Confidence -support (Ik)/support (am-1)

 If (confidence minimum confidence)

 {

  Output rule am-1 (Ik am-1)

  If (m-1 > 1)

  Gen_rule (Ik am-1)

 }

}
2.2 Parallel Apriori Algorithm
             The algorithm assumes shared-nothing architecture where each of processor has private memory and a private disk. The processors are connected by a communication network and can communicate only by passing message. The communication primitives used in the algorithm are part of the MPI (Message Passing Interface) communication library supported on the IBM-SP.

3. Results and Discussion
            Data is evenly distributed on the disks attached to the processors. Each processor's disk has roughly an equal number of transactions. We do not require transactions to be placed on the disks in an)r special way. We can achieve the parallelism of Apriori Algorithm in different ways; at instructional level or at data level or control level Technique used is data level parallelism.

Using given database generates the dominant group and also divides the database into N partitions. Each partition will be assigned to a processor. Data level parallelism of Apriori algorithm addresses the problem of finding all frequent keyword sets and the generation of the rules form frequent keyword set. We are using superscripts to indicate processor id or rank and subscripts to indicate the pass number (also the size of keyword set).

3.1 Results from sequential Apriori Algorithm:
                  Response time of the sequential Apriori Algorithm for various numbers of Transactions:

The table 2 summarizes the time analysis with a support of 20% and confidence 40% 

Table 2 Time taken from sequential Apriori

	N
	T (IN SEC)

	1000
	16

	2000
	63

	4000
	264

	6000
	809

	8000
	1044


3.2 Results from Parallel Apriori Algorithm

I. Response time of the parallel Apriori Algorithm:

Table 3 Summarizes time analysis with a support of 25% and numbers of transactions are 5000
	N
	Tseq
	Tpar
	Speediuhued

	1000
	3. 949407
	2.238077
	1.764643

	2000
	17.592335
	6.805902
	2.5S4864

	4000
	58.587093
	22.458437
	2.608638

	5000
	90.300709
	28.307433
	3.189999

	6000
	162.40481
	41.15690
	3.945968


Conclusion:

 In this work, we have studied and implemented the Apriori Algorithm for sequential as well as Parallel Mining of Association Rules. On implementing the Apriori Algorithm for sequential Mining of Association rules, it has been observed that, it is difficult to handle large amount of data for greater accuracy in a given amount of time. The parallel mining of association rules has been generated using apriori algorithm for library transaction database. Using the association rules effectively distributed the books among the faculty member. It has been found that apriori algorithm provides excellent scale up with a given number of transactions and keywords. It also found that the optimum number of processors for good scale up being six. Size up shows sub linear performance as the numbers of transactions were increased. It shows very good speed up performance. 
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