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NEURAL NETWORKS

AND

ARTIFICIAL INTELLIGENCE
                                                                               -SIMULATION OF HUMAN BRAIN
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· ABSTRACT

      The  study  of  the  human  brain  is  thousands  of  years  old . The  exact  workings  of  the  human  brain  are  still  a  mystery. Yet,  some  aspects  of  this  amazing  processor  are  known. In  particular, the  most  basic  element  of  the  human  brain  is  a  specific  type  of  cell  called   neuron   which   is   able   to   remember ,  think,  and  apply  previous  experiences  to  our  every action. 

      Simulating  human   brain   which   and  emotion  is  still  the  realm  of  science  fiction . With the  advent  of  modern  electronics, it  was  only  natural  to  try  to  harness  this  thinking process. The  artificial  neural  networks  try  to  replicate  only  the  most  basic  elements  of  this  complicated, versatile,  and  powerful   organ  of  humans.

   Artificial  neural  systems,  or  neural  networks,  are   physical  cellular  systems  which  can  aquire,  store,  and  utilise  experimental  knowledge. An  Artificial  Neural  Network  (ANN) is  an  information  processing  paradigm  that  is inspired  by  the  way  biological  nervous  systems, such  as  the brain, process  information. The key  element  of  this  paradigm  is  the  novel  structure  of  the  information  processing  system.  It  is  composed  of  a  large  number  of  highly  interconnected  processing  elements (neurons) working  in  unison  to  solve  specific  problems. ANNs, like  people,  learn  by  example. An ANN  is  configured  for  a  specific  application , such  as  pattern  recognition  or  data classification,  through  a  learning  process. Learning  in  biological  systems  involves adjustments  to  the  synaptic  connections  that  exist  between  the  neurons. This  is true  of ANNs  as  well. 

  This  paper  mainly  focuses  on  the  basic  system   concepts   like  architectural  model, types  of  Neural  Networks,  learning  paradigms,  applications  in  various  fields.  

   Neural  Networks  are  also  expected  to  be  widely  applied  in  expert  systems. Future  artificial  neural  systems  are  not  going  to  replace  computational  and  artificial  intelligence  simulations  on  conventional  computers   either.  Applications  are  expected  especially  for  processing  large  amounts  of  data. Artificial  neural  networks  technology  is  still  very  new  and  is  developing  quickly. 

· INTRODUCTION

     An  artificial  neural  network  is, in  essence, an  attempt  to  simulate  the  brain. Neural  network  theory revolves  around  the  idea  that  certain  key  properties  of  biological  neurons  can  be  extracted  and  applied  to  simulations, thus  creating  a  simulated (and  very  much  simplified) brain.  The first  important  thing  to  understand  then, is that the components of an  artificial  neural  network  are an  attempt  to  recreate  the  computing  potential  of  the brain. The  second  important  thing  to  understand, however, is  that  no  one  has  ever claimed  to  simulate  anything  as  complex  as  an  actual  brain. Whereas  the  human  brain is  estimated  to  have  something  on  the order of ten to a hundred  billion neurons, a typical artificial neural network (ANN) is not likely to have more than 1,000 artificial neurons.

         A  neural  network  as  defined  Robert Hecht-Nielsen: “A neural network is a computing

system  which is made up  of a  number  of simple, highly  inter connected  processing  elements

and which  processes  information  by  its  dynamical  state  response  to  external  inputs”. 

   It  means that neural network is not a serial computer (in that it does not execute a sequential set of instructions), it is not deterministic, and it has no separate memory array for the storage of data. In fact, knowledge within a neural network is not stored in a particular location (of memory). Instead, knowledge is stored in the way that the processing elements are connected (how the outputs of one processing element are used as inputs into others), and in the weighting (or importance) of each input to the processing elements. Knowledge is more of  a  function  of the architecture of the network rather than the contents of it. 
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Thus, a neural network developer would spend his/her time specifying the interconnections, transfer functions, and training laws, which does not follow the traditional methods of programming. This is because a neural network is not the traditional computer system. Instead of executing programs like most systems, neural nets react, self-organize, learn, and even forget according to their inputs. 

· Purpose of Studying: 

Neural  networks  appear  to  be  able  to  solve  "monster"  problems  of  AI  that  traditional systems  have   found   difficulty  with. These  include ,  but  are  not  limited  to ,  speech recognition  and  synthesis ,  vision ,  and  pattern  recognition. 

Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data, can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. A trained neural network can be thought of as an "expert" in the category of information it has been given to analyze. This expert can then be used to provide projections given new situations of interest and answer "what if" questions.
Other advantages include: 

1. Adaptive learning: An ability to learn how to do tasks based on the data given for training or initial experience. 

2. Self-Organisation: An ANN can create its own organisation or representation of the information it receives during learning time. 

3. Real Time Operation: ANN computations may be carried out in parallel, and special hardware devices are being designed and manifactured which take advantage of this capability. 

4. Fault Tolerance via Redundant Information Coding: Partial destruction of a network leads to the corresponding degradation of performance. However, some network capabilites may be retained even with major network damage. 

· Basic Unit
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The basic unit of neural networks, the artificial neurons, simulates the four basic functions of natural neurons. Figure  shows a fundamental representation of an artificial neuron.      


                      

           In  the  figure  above, various  inputs  to  the  network  are  represented  by the mathematical  symbol,  x(n). Each  of  these  inputs  are  multiplied  by  a  connection  weight. These  weights  are  represented  by  w(n). In  the  simplest  case, these  products  are  simply summed,  fed  through  a  transfer  function  to  generate  a  result,  and  then  output.   functions. 

· Basic Architectural Model
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                                     A  Simple Neural Network Diagram

Basically,  all   artificial   neural   networks  have  a  similar  structure  or  topology  as  shown .  In  that  structure  some  of  the  neurons  interfaces  to  the  real  world  to  receive  its  inputs .  Other  neurons  provide  the  real  world  with  the  network's  outputs .  Most  applications  have   networks  that  contain  at  least  the  three  normal  types  of  layers  -  input ,  hidden ,  and  output .  The  layer  of  input  neurons  receive  the  data  either  from  input  files  or  directly  from  electronic  sensors  in  real - time  applications .  The  output  layer  sends  information  directly  to  the  outside  world ,  to  a  secondary  computer  process ,  or  to  other  devices  such  as  a  mechanical  control  system .  Between  these  two  layers  can  be  many  hidden  layers .  These  internal  layers  contain  many  of  the  neurons  in  various  interconnected  structures .  The  inputs  and  outputs  of  each  of  these  hidden  neurons  simply  go  to  other   neurons. 

 In  most  networks  each  neuron  in  a  hidden  layer  receives   the  signals  from  all  of  the  neurons  in  a  layer  above  it ,  typically  an  input  layer .  After  a  neuron  performs  its  function  .    It  passes  its  output  to  all  of  the  neurons  in  the  layer  below  it ,  providing  a  feedforward   path  to  the  output.  

These   lines  of  communication  from  one  neuron  to  another  are  important  aspects  of  neural  networks. They  are  the  glue  to  the  system. They  are  the  connections  which  provide  a  variable  strength  to  an  input. Some  networks  want  a  neuron  to  inhibit  the  other  neurons  in  the  same  layer. This  is called  lateral  inhibition. The  most  common  use  of  this  is  in  the  output  layer.  

Another  type  of  connection  is  feedback . This  is  where  the  output  of  one  layer  routes  back  to  a  previous  layer.
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 Simple Network with Feedback and Competition. 

· Types  of  neural  networks

· Feedforward  neural  network

In  this  the  data  flows  from  input   to   output  units  is  strictly  feedforward. The  data  processsing  can  extend  over  multiple  (layer  of)  units, but  no  feedback   connections  are  present,  that  is,  connections  extending  from   outputs  of  units  to  inputs  of   units  in  the  same  layer  or  previous  layers.

· Single-layer  perceptron

A  single-layer  perceptron   network,  consists  of  a  single  layer  of  output  nodes ; the  inputs  are  fed  directly  to  the  outputs  via  a  series  of  weights .  In  this  way  it  can  be considered  the  simplest  kind  of  feed - forward  network .  The  sum  of  the  products  of  the weights  and  the  inputs  is  calculated  in  each  node ,  and  if  the  value  is  above  some threshold  ( typically  0 )  the  neuron  fires  and  takes  the  activated  value  ( typically  1 ); otherwise  it  takes  the  deactivated  value  ( typically  -1).

 Perceptron  can  be  created  using  any  values  for  the  activated  and  deactivated  states  as long  as  the  threshold  value  lies  between  the  two .  Most  perceptrons  have  outputs  of  1  or -1  with  a  threshold  of  0  Single - unit  perceptrons  are  only  capable  of  learning  linearly  separable  patterns .A  single - layer  neural  network  can  compute  a  continuous  output  instead  of  a   step  function.

· Recurrent  network

Contrary  to  feedforward  networks ,  recurrent  networks ( RNs )  are  models  with  bi -directional  data  flow .  While  a  feedforward  network  propagates  data  linearly  from  input  to  output ,  RNs  also  propagate  data  from  later  processing  stages  to  earlier  stages .

· Simple  recurrent  network

A  simple  recurrent  network (RN) is  a  variation  on  the  multi - layer  perceptron, sometimes  called  an  " Elman  network "  due  to   its  invention  by  Jeff  Elman . A  three - layer  network  is  used ,  with  the  addition  of  a  set  of " context  units " in  the  input  layer. There  are connections  from  the  middle  (hidden)  layer  to  these  context  units  fixed  with  a  weight  of one. At  each  time  step ,  the  input  is  propagated  in  a  standard  feed - forward  fashion ,  and  then  a  learning   rule  (usually back-propagation) is  applied. The  fixed  back  connections result  in  the  context  units  always  maintaining  a  copy  of  the  previous  values  of  the  hidden  units (since  they  propagate  over  the  connections  before the  learning  rule  is  applied). Thus  the  network can  maintain  a  sort  of  state ,  allowing  it  to  perform  such  tasks  as  sequence - prediction  that  are  beyond  the  power  of  a  standard  multi - layer  perceptron .

In  a fully  recurrent  network, every  neuron  receives  inputs  from  every  other  neuron  in   the  network .  These  networks  are  not  arranged  in  layers .  Usually  only  a  subset  of  the  neurons  receive  external  inputs  in  addition  to  the  inputs  from  all  the  other   neurons, and another  disjunct   subset  of  neurons  report  their  output  externally  as  well  as  sending  it  to  all  the  neurons .  These  distinctive  inputs  and  outputs  perform  the  function  of  the  input  and  output  layers  of  a  feed - forward  or  simple  recurrent  network ,  and  also  join  all  the  other  neurons  in  the  recurrent  processing.

· Training   of  Neural   Networks

 ANN   has  to  be  configured  such that the applications a set of inputs  produces  a desired set  of outputs.Various  methods  to  set  the strengths  of the connections are to set  the weights  explicitly  using a prior knowledge and the other  way  is  to train  them  by teaching  patterns  and  letting  them  to change their weights  according  to learning  rules.

· Paradigms  Of   Learning


· Learning  can  be  categorized   to  2  types:

Supervised or  Associative  learning: Here the  network  is  trained  by  providing  it  with  input  and  matching  output  patterns. These  input  output  pairs  can  be  provided  by  an  external  teacher  or  the system  which  contains  the  network ( self-supervised). Tasks  that  fall  within  the  paradigm  of  supervised  learning  are  pattern   recognition (also  known  as  classification )   and  regression  (also  known  as  function  approximation ). The  supervised  learning  paradigm  is  also  applicable  to  sequential  data ,  i.e.,  for   speech  and  for  gesture  recognition .

Unsupervised   Learning:Here  the  output  unit  is train  to respond  to cluster  of  pattern  within  the input. The  system  is  suppose  to discover  the salient  features  of  the  input  population. Unlike  the  super vised  paradigm  there  is no  prori  set  of categories   into  which  the patterns  to be  classified; rather  system  must  develop  its  own  representatiom  of  input  stimuli. Tasks that fall within the paradigm of unsupervised learning are in general estimation problems; the applications include clustering, the estimation of statiastical distribution compression and filtering.

· Applications

Neural  networks  are  applicable  in  virtually  every  situation  in  which  a  relationship   between  the  predictor  variables (independents, inputs)  and  predicted  variables (dependents, outputs) exists, even  when  that  relationship  is  very  complex  and  not  easy  to  articulate  in the  usual  terms  of "correlations"  or  "differences  between  groups." A   few  representative examples  of  problems  to  which  neural  network  analysis  has  been  applied  successfully  are: 

· Detection  of  medical  phenomena:. A  variety  of  health-related  indices (e.g., a  combination  of heart  rate, levels  of  various  substances  in  the  blood, respiration  rate) can  be  monitored. The  onset  of  a  particular  medical  condition  could  be  associated  with  a  very  complex (e.g., nonlinear  and  interactive) combination  of  changes  on  a  subset  of  the  variables  being monitored. Neural  networks  have  been  used  to  recognize  this  predictive  pattern  so  that  the  appropriate  treatment  can  be  prescribed. 

· Stock market prediction. Fluctuations  of  stock  prices  and  stock  indices  are  another  example of  a  complex, multidimensional, but  in  some  circumstances  at  least  partially  deterministic phenomenon. Neural  networks  are  being  used  by  many  technical  analysts  to  make predictions  about  stock   prices  based  upon  a  large  number  of  factors  such  as  past performance  of  other  stocks  and  various  economic  indicators. 

· Credit assignment. A  variety  of  pieces  of  information  are  usually  known  about  an  applicant for  a  loan. For  instance, the  applicant's  age, education, occupation, and  many  other  facts may  be  available . After  training  a  neural  network  on  historical  data , neural  network  analysis  can  identify  the  most  relevant  characteristics  and  use  those  to  classify  applicants as  good  or  bad  credit  risks. 
· Monitoring  the  condition  of  machinery. Neural  networks  can  be  instrumental  in  cutting costs  by  bringing  additional  expertise  to  scheduling  the  preventive  maintenance  of machines. A  neural  network  can  be  trained  to  distinguish  between  the  sounds  a  machine  makes  when  it  is  running  normally ("false alarms") versus  when  it  is  on  the  verge  of  a  problem. After  this  training  period , the  expertise  of  the  network  can  be  used  to  warn  a technician  of  an  upcoming  breakdown , before  it  occurs  and  causes  costly  unforeseen "downtime." 

· Engine  management. Neural  networks  have  been  used  to  analyze  the  input  of  sensors  from an  engine. The  neural  network  controls  the  various  parameters  within  which  the  engine functions, in  order  to  achieve  a  particular  goal , such  as  minimizing  fuel  consumption.

Neural Networks in Artificial  Intelligence

The  use  of  Neural  Networks  in  the  AI  field  is  appealing  for  2  main  reasons , when damage  occurs  degradation  is  usually  gradual  and  it  is  biologically  realistic  to  model intelligence  after  the  human  brain, which  of  course  is  nothing  but  a  few  billion  neurons. 
       Most  computers  become  slower  and   slower   the  more  they  store   in  their  memories  and  the  more  processing  they  have  to  do. This  is  why  neural  networks  are  so  important  in  AI A   Neural  network  is  similar  to  the  brain  in   the  sense  that  they  run  in  parallel  and  can  have   multiple   processes   reaching   conclusions   simultaneously   and   evaluating  the   best  response. (Nadeau, 1991) . There  have  been  many  break  through  in  neuroscience  but  we  are  still  a  long  ways  off  from  creating  AI  that  can  do  justice  to  the  human  mind. Instead  many  researchers  and  developers  settle  for  creating  networks  that  specialize in  one  or  two  functions  or  areas  of  knowledge . For  example  a  Neural  Network  that  can isolate  and  determine  sounds  and  their  sources  or  a  neural  net  that  can  detect   objects and  classify  them  within  a  given   optical   range. (Schuster, 1992) 

· Cognitive Science

The  study  of  Neural  Networks  was  a  large break  through  for  Cognitive  Science. Because understanding  the  brain  is  a  key  point  in  understanding  Human  Cognition, the  use  of  a neural  network  to  model  or  simulate  the  brain  is  extremely  beneficial. However  because the  human  brain  has  so  many  neurons  it  is  very  difficult  to  model  the  entire  brain  with  the  current  technology  available . For  this  reason  many  researchers  study  the  brain  in sections  and  model  Neural  Networks  after  the  section  of  specific  interest. 

     There  is  one  problem  with  the  Neural  Network  Model  of  the  Brain  capacity  and technology.  Like  the  human  brain  a  computers Neural  Net  grows  and  categorizes  itself more  as  it  is  trained. A  human's  neural  network  becomes  more  complex  as  it  learns, computers  do  as  well , however  the  capacity  it  can  hold  and   the  technology  are  not  quite advanced  enough  and  the  result  is  a  neural  network  that  is  not  as  complete  and  a  lot slower. (Nadeau, 1991).

· Character Recognition
One  of  the  most  common  re-occurring  applications  for  Neural  Networks  is  for  recognition  purposes. Essentially  the  Network  is  fed  some  input  through  the  computer  and  is  asked  to decipher  what  it  is.  The  Network  then  produces  an  answer  according  to  the  threshold values  that  have  been  established  through  training ,  learning  and  self - organization.

· Conclusion

 In  summary, artificial  neural  networks  are  one  of  the  promises  for  the  future  in computing. They  offer  an  ability  to   perform  tasks  outside  the  scope  of  traditional  processors .  They  can  recognize  patterns  within  vast  data  sets  and  then  generalize  those  patterns  into  

recommended courses  of  action .Neural  networks  learn , they  are  not  programmed.

Now   neural  networks  are  finding  themselves  in  applications  where  humans  are  also  unable  to  always  be  right .  Neural  networks  can  now  pick  stocks ,  cull  marketing  prospects,  approve  loans,  deny  credit  cards,  tweak  control  systems, grade  coins, and  inspect  work. 

Yet,  the  future  holds  even  more  promises .  Neural networks need faster  hardware .  They  need  to  become  part  of  hybrid  systems  which   also  utilize  fuzzy  logic  and  expert  systems. It  is  then  that  these  systems  will  be  able  to  hear  speech ,  read  handwriting  ,  and  formulate  actions .  They  will   be  able  to  become  the  intelligence  behind  robots  who  never  tire  nor  become  distracted . It  is then  that  they  will  become  the  leading  edge  in  an  age  of "intelligent"  machines. 

Though  neural  networks  have  a  huge  potential  we  will  only  get  the  best  of  them  when  they  are  intergrated  with  computing ,  AI , fuzzy  logic  and related  subjects.
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