COLOUR AND POSITION DETECTION OF A SET OF REGULAR OBJECTS USING IMAGE PROCESSING TECHNIQUES
IMAGE  PROCESSING
Image Processing is a tool for analyzing image data in all areas of natural science. It is concerned with extracting data  from real-world images.  Differences from computer graphics is that computer graphics makes extensive use of primitives like lines, triangles & points. However no such primitives exist in a real world image.
PROBLEM STATEMENT

Position and colour determination of a set of regular objects using image processing technique. Tools like matlab,java etc  used.    Techniques like image acquisition, filtering,enhancement,threshold and edge determination performed
COMPONENTS OF IP SYSTEM

Camera, Scanner, other image acquisition software.PC or workstation or DSP kit.Software to run on the hardware platform.To process an image, a representation or model is necessary.An image is a spatial distribution of irradiance in a plane .
                   POSSIBLE REPRESENTATION OF IMAGES

(1)Matrix
(2)Quadtrees 
(3)Chains
(4)Pyramid. Of the four, matrix is the most general. The other three are used for special purposes. All these representations must provide for spatial relationships.

IMAGE PREPROCESSING

First step in most IP applications.
Used to remove noise in the input image.
Examples are median filtering, averaging, contrast enhancement etc. 
SMOOTHING SPATIAL FILTERS
MEDIAN FILTER

Replaces the value of a pixel by the median of the intensity values in the neighbourhood of that pixel.Excellent noise reduction.Less blurring than linear smoothing filters of similar size.
THE GRADIENT-USING FIRST ORDER DERIVATIVE FOR NON-LINEAR IMAGE SHARPENING.

The magnitude is denoted by M(x,y) and the image is referred as gradient image.
[image: image1.png]-

G,
G

I




Gx= df/dx = (z7+2*z8+z9)-(z1+2*z2+z3) 
Gy= df/dy = (z3+2*z6+z9)-(z1+2*z4+z7)
M(x,y)~=| Gx | + | Gy |.
The masks are called Sobel Operators.The coefficients in all the masks sum to 0,indicating that they would give a response of 0 in an area of constant intensity,as is expected of a derivative operator.
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The gradient can be used to detect edges, enhance defects and eliminate slowly changing background features.
THRESHOLDING

Here we discuss techniques  for partitioning images directly into regions based on intensity values or properties of these values.
G(x,y)=1 if f(x,y) > T
             =0 if f(x,y) < T.

Here we set the max and min RGB values from the image and divide the pixels into these two levels.If the value is out of this range ,a constant value is assigned.
CODING

JAVA CODING FOR THRESHOLD IMAGE  
import java.awt.Frame;

    import java.awt.image.renderable.ParameterBlock;

     import java.awt.image.*;

     import javax.media.jai.*;

     import javax.media.jai.widget.*;

     public class threshold_image

     {   public static void main(String[] args)   {     

     String fileName = "pic2.JPG"; // Desired source file

      PlanarImage pi = JAI.create("fileload",fileName);

     ParameterBlock pb= new ParameterBlock();

    pb.addSource(pi);

double[] low={5,15,0};

double[] high={40,60,256};

double[] constant={0,0,0};

pb.add(low);

pb.add(high);

pb.add(constant);

                                                                   PlanarImage pi1=JAI.create("threshold",pb);

                         JAI.create("filestore",pi1,"thresholded1.JPG");

      int width = pi1.getWidth();


  int height = pi1.getHeight();

// Attach redBand to a scrolling panel to be displayed ...


 ScrollingImagePanel panel =


                  new ScrollingImagePanel(pi1,width,height);


               // Create a frame to contain the panel ...


               Frame window = new Frame("thresholded1 image");
               window.add(panel);


               window.pack();


               window.show();


           } }

JAVA CODE FOR SOBEL EDGING
import java.awt.Frame;

import java.awt.image.renderable.ParameterBlock;

import java.awt.image.*;

import java.awt.image.Raster;

import java.awt.image.DataBuffer;

import java.awt.image.SampleModel;

import javax.media.jai.*;

import javax.media.jai.widget.*;

import javax.media.jai.KernelJAI;

public class sobel_edge

{

public static void main(String[] args)

{

// Read image from a file ...

String fileName = "pic2.JPG"; // Desired source file

// Read the file in as a PlanarImage ...

PlanarImage pi = JAI.create("fileload",fileName);

ParameterBlock pb= new ParameterBlock();

pb.addSource(pi);

PlanarImage pi1=JAI.create("gradientmagnitude",pb);

int width = pi1.getWidth();

int height = pi1.getHeight();
// Attach redBand to a scrolling panel to be displayed ...

ScrollingImagePanel panel =

new ScrollingImagePanel(pi1,width,height);

                                                                         // Create a frame to contain the panel ...

Frame window = new Frame("sobel edge");

window.add(panel);

window.pack();

window.show();

}}
FUTURE ENHANCEMENT

· So right now we have taken a pre-captured image and performed processing techniques like filtering and edge-detection on it.In future we intend to take a real image of regular coloured objects using our own camera and perform “real time image processing”  to find the coordinate of the centre of the coloured region of our choice. 
· For that first we will perform pre-processing techniques like median filtering ,averaging etc. to reduce noise in the image followed by contrast enhancement and edge detection.
· After that we will perform THRESHOLDING to convert our image into a binary image.Thresholding will be performed by setting the higher and lower limit RGB value of the colour of our interest in the image.That will convert our image into a binary image with the colour of our interest as white and the rest image as black. Our target will be to determine the centre of the white region.
· For this we will use Java programming to traverse each pixels horizontally and find the middle co-ordinate of the white portion of each line .This set of points will give a vertical line.Similarly the code will traverse each pixels of the image vetically and the set of middle points will give us a horizontal line.Finally the intersection of these two lines will give us the coordinate of the centre of region of our interest.
Applications of image processing
1.Computer Vision-Computer vision is the science and technology of machines that see. As a scientific discipline, computer vision is concerned with the theory for building artificial systems that obtain information from images. The image data can take many forms, such as a video sequence, views from multiple cameras, or multi-dimensional data from a medical scanner.As a technological discipline, computer vision seeks to apply the theories and models of computer vision to the construction of computer vision systems. Computer vision can also be described as a complement (but not necessarily the opposite) of biological vision. In biological vision, the visual perception of humans and various animals are studied, resulting in models of how these systems operate in terms of physiological processes. Computer vision, on the other hand, studies and describes artificial vision system that are implemented in software and/or hardware. Interdisciplinary exchange between biological and computer vision has proven increasingly fruitful for both fields.
2. Face Detection- Face detection is a computer technology that determines the locations and sizes of human faces in arbitrary (digital) images. It detects facial features and ignores anything else, such as buildings, trees and bodies. Face detection can be regarded as a specific case of object-class detection; In object-class detection, the task is to find the locations and sizes of all objects in an image that belong to a given class. Face detection can be regarded as a more general case of face localization; In face localization, the task is to find the locations and sizes of a known number of faces (usually one). In face detection, one does not have this additional information. Examples include upper torsos, pedestrians, and cars. Face detection is used in biometrics, often as a part of (or together with) a facial recognition system. It is also used in video surveillance, human computer interface and image database management. Some recent digital cameras use face detection for autofocus[1]. Also, face detection is useful for selecting regions of interest in photo slideshows that use a pan-and-scale Ken Burns effect.

3.Remote Sensing-Remote sensing is the small or large-scale acquisition of information of an object or phenomenon, by the use of either recording or real-time sensing device(s) that is not in physical or intimate contact with the object (such as by way of aircraft, spacecraft, satellite, buoy, or ship). In practice, remote sensing is the stand-off collection through the use of a variety of devices for gathering information on a given object or area. Thus, Earth observation or weather satellite collection platforms, ocean and atmospheric observing weather buoy platforms, monitoring of a pregnancy via ultrasound, Magnetic Resonance Imaging (MRI), Positron Emission Tomography (PET), and space probes are all examples of remote sensing. In modern usage, the term generally refers to the use of imaging sensor technologies including but not limited to the use of instruments aboard aircraft and spacecraft, and is distinct from other imaging-related fields such as medical imaging.
4.Medical Imaging-Medical imaging refers to the techniques and processes used to create images of the human body (or parts thereof) for clinical purposes (medical procedures seeking to reveal, diagnose or examine disease) or medical science (including the study of normal anatomy and physiology).As a discipline and in its widest sense, it is part of biological imaging and incorporates radiology (in the wider sense), radiological sciences, endoscopy, (medical) thermography, medical photography and microscopy (e.g. for human pathological investigations). Medical imaging is often perceived to designate the set of techniques that noninvasively produce images of the internal aspect of the body. In this restricted sense, medical imaging can be seen as the solution of mathematical inverse problems. This means that cause (the properties of living tissue) is inferred from effect (the observed signal). In the case of ultrasonography the probe consists of ultrasonic pressure waves and echoes inside the tissue show the internal structure. In the case of projection radiography, the probe is X-ray radiation which is absorbed at different rates in different tissue types such as bone, muscle and fat.
5.Microscope image processing-Microscope image processing is a broad term that covers the use of digital image processing techniques to process, analyze and present images obtained from a microscope. Such processing is now commonplace in a number of diverse fields such as medicine, biological research, cancer research, drug testing, metallurgy, etc. A number of manufacturers of microscopes now specifically design in features that allow the microscopes to interface to an image processing system. Until the early 1990s, most image acquisition in video microscopy applications was typically done with an analog video camera, often simply closed circuit TV cameras. While this required the use of a frame grabber to digitize the images, video cameras provided images at full video frame rate (25-30 frames per second) allowing live video recording and processing. While the advent of solid state detectors yielded several advantages, the real-time video camera was actually superior in many respects.

6.Lane departure warning system-In road-transport terminology, a lane departure warning system is a mechanism designed to warn a driver when the vehicle begins to move out of its lane (unless a turn signal is on in that direction) on freeways and arterial roads.The first production lane departure warning system in Europe was the system developed by Iteris for Mercedes Actros commercial trucks. The system debuted in 2000 and is now available on most trucks sold in Europe. In 2002, the Iteris system became available on Freightliner Trucks' trucks in North America. In all of these systems, the driver is warned of unintentional lane departures by an audible rumble strip sound generated on the side of the vehicle drifting out of the lane. If a turn signal is used, no warnings are generated.

7. Mathematical morphology-Mathematical morphology (MM) is a theory and technique for the analysis and processing of geometrical structures, based on set theory, lattice theory, topology, and random functions. MM is most commonly applied to digital images, but it can be employed as well on graphs, surface meshes, solids, and many other spatial structures. Topological and geometrical continuous-space concepts such as size, shape, convexity, connectivity, and geodesic distance, can be characterized by MM on both continuous and discrete spaces. MM is also the foundation of morphological image processing, which consists of a set of operators that transform images according to the above characterizations. MM was originally developed for binary images, and was later extended to grayscale functions and images. The subsequent generalization to complete lattices is widely accepted today as MM's theoretical foundation.
