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ABSTRACT

HAPTICS (pronounced HAP-tiks) is the science of applying touch (tactile) sensation and control to interaction with computer applications. By using special devices (joysticks, data gloves, or other devices), users can receive feedback from computer applications in the form of felt sensation in the hand or other parts of the body. In combination with a visual display, haptics technology can be used to train people for tasks requiring hand eye coordination such as surgery and space ship maneuvers. It can also be used in games in which you feel as well as see your interactions with the images. For example, you might play tennis with another computer user somewhere else in the world. Both of you can see the moving ball, using the haptic device, position and swing your tennis racket and feel the impact of the ball.

INTRODUCTION

CREATING ROBOTS THAT CAN SEE, FEEL, SMELL AND TASTE

It has taken millions of years of evolution to create the myriad of animal designs that roam the Earth today. But despite the incredible range of shapes and sizes that have resulted, many of these creatures share some very basic and vital senses vision, touch, smell and taste.

So fundamental to survival are these senses, that robotic its overlooked the sheer complexity of their physiology, until now and finally after years of painstaking

Research, we are beginning to create robots that can interact with the world around them and the result is almost life-like.

· Sight

· Feel

· Smell

· Taste

The standard list of five senses does not really give our bodies credit for all of the amazing things they can do. There are at least a dozen different things we can sense.

In order for us to have a sense, there needs to be a sensor. Each sensor is turned to one specific sensation. For example, there are sensors in your eyes that can detect light. That is all that they can detect. To track down all of the different senses a person has, the easiest things to do is to catalog all of the different sensors. Here is a reasonable list.

In your eyes, you have two different types of light sensors. One set of sensors, called the rods, senses light intensity and works in low-light situations. The other type, called cones, can sense colors and require fairly intense light to be activated.

In your inner ears, there are sound sensors. Also, in your cars are sensors that let you detect your orientation in the gravitational field—they give you your" sense of balance, in your skin, there are at least five different types of nerve endings for sensing heat, Cold, Pain, Itch, Pressure etc. These cells give us the sense of touch, sense of pain, sense of temperature and sense of itch.

The fight for sight

Artificial vision involves far more than simply attaching a camera to the head of a robot. If robots are to actually react in a suitable way, they must be able to interpret what they are seeing.

How do you get a robot to recognize an apple? You have to program it with enough information in its internal memory system, so that the apple could not possibly be anything else. But look around you; think how much information you would have to provide to account for all the objects in the room, let alone the world!

In the broad picture, artificial vision is still in its infancy. There are no HAL 90000s just around the comer, but when that day arrives, the robotics industry will take off like never before.  .

For now, scientists have been able to design visual robot capable of performing very specific jobs - driving cars, playing badminton and even putting out fires. Three dimensional visions is just making its debut, enabling motion detection far more accurate than "humans are capable of.

Alex Zelinsky is the founder of the company Seeing Machines in Australia. One of his products is a computerized camera, rigged up inside the cockpit of a car, to monitor the tiny movements in a driver's face.

Information on gaze and eyelid activity is then analyzed to determine the level of fatigue. With over 1000 road deaths per year in Australia attributed to over​tired drivers, this could be a very important move.

To feel for real

AS you touch your keyboard now, millions of tiny nerves relay information to the brain about the position, texture and movement of the keys. Robots have no impulses, so how do they manipulate screwdrivers and spanners to perform delicate tasks?

The story of artificial touch begins in an area of virtual reality called HAPTICS which describes the physical handling of virtual objects. With your fingers placed in special thimbles, you can pluck non-existent objects of a virtual environment and even watch your virtual hands doing it!

Manayan Srinivasan, director of the popular Touch Lab, explains. "We

could create a doughnut shape 
make it feel sticky on the outside, with a gooey

virtual jelly centre"

One of the most exciting applications of Haptics is telerobotic surgery. Surgeons can perform an operation without actually being present.  Using

virtual technology, they not only control the robot from afar, but also can actually feel their way through the operation.

■ ©

In Austalia, Professor Andy Russell of Monash University is creating robots that can sense temperatures changes through touch. By placing a heater in the robot finger to mimic the heating of blood in our fingers and a thermistor to sense the temperature change, he has created robots that can follow heat trails.

"Heating the ground to about 50 de4grees with a quartz halogen bulb gave a heat trail that could be detected 15 minutes later," said Professor Russell. One of the most sophisticated robotic hands to date came from Chinese developer Liu Hong, with 96 sensors and four joints in each finger. Robotic limbs, you see, are not limited to the evolutionary constraints of our bodies. Theoretically, a robotic hand could have dozens of fingers able to withstand extreme temperatures and rotate 360 degrees, with handy tools that can pop out of the fingertips when needed! This is Robonaut, a robot of surpassing dexterity created by NASA to reach further than the human hand and expand our ability for space construction and discovery.

Robots that smell!

Like ants following there own pheromone trails back home, robots can be fitted with special quartz crystal microbalance (QCM) sensors to detect and follow specific chemicals along the ground. Again Professor Russell explains, "The QCM sensors actually weigh the odor molecules and the extra weigh reduces the crystal frequency"

With the ability to sense particular odors in this way, the applications of robots will stretch yet further. For example, swarms of robots could move together without colliding by avoiding the smell of their neighbors.

Just a taster!

In January this year, a hand-held robotic tongue was unveiled to the world. Now threatening to replace professional tasters, this tongue is able to distinguish not only between two different wines from the same winery but also between different years! Sophisticated wine connoisseur it may be, but the science behind it is simple The tongue's electric circuit contains four chemical sensors relating to the four basic tastes sweet, sour, salty and bitter. These sensors absorb dissolved substances

differently. Specific foods have a unique "fingerprint" of these substances, therefore affecting the conductivity of the circuit in their own unique way.

A muId channel taste sensor, namely an electronic tongue, with global selectively is composed of several kinds of iipid/polymer membranes for transforming information about substances producing taste into electrical signals, which are input to a computer . The sensors output exhibits different patterns for chemical substances^which have different taste qualities such as saltiness, sourness and bitterness, whereas it exhibits similar patterns for chemical substances with similar tastes. The sensor respond to taste itself, as can be understood from the fact that taste interactions such as the suppression effect, which appears for sweet and bitter substances, can be produced vvell.The tastes of foodstuffs such as beer, coffee, mineral water, milk, sake, rice, soybean paste and vegetables can be discussed quantitatively using the taste sensor, which provides the objective scale for the human sensory system.

ABOUT HAPTICS LABORATORY

The Haptics Laboratory works on the engineering and design of design of haptic interfaces, that is, of systems, which comprise software and hardware components that concern the sense of touch.

They work on on-line computational models of interaction between objects (deformation, friction, cutting, etc) which can provide high-fidelity simulations as needed, for example, in the construction of surgical simulators. They are also interested in construction of surgical simulators. They are also interested in the study of perpetual effects involving touch, and to take advantage of them to create devices, visualization methods and tactile displays.

The laboratory is involved in exciting applications including rehabilitation, operator assistance in space, medicine, and computer music performance. In the past ten years, a Varity of haptics devices were created, including the Pantograph and the Freedom-7.Other devices based on different principles are presently being developed Actuators and their methods of control, being at the source of movement, are also of great interest.

The laboratory has also made contributions in robot programming, trajectory generation, mechanism design and computational collision detection. The Haptics Laboratory is the center for Intelligent Machines at McGill University.

HAPTIC INTERACTION

What is haptic interaction?

"A haptic interface is a force reflecting device which allows a user to touch, feel, manipulate, create and/or alter simulated 3D objects in a virtual environment" haptic. (Adjective Grk: haptein) having to do with the sense of touch; tactile haptics = touch, tactile, force-feedback, using force/resistance, texture, heat, vibration

How does it work?

Force display technology works by using mechanical actuators to apply forces to the user. By simulating the physics of the user's virtual world, we can compute these forces in real-time, and then send them to the actuators so that the user feels them.

Why is it going to be important?

· Bill Buxton "hands on = finger on"

· Not exploiting the interface to keep up with computing power

· More 3D and VR environments in games and elsewhere

· Demand for richer input and output possibilities

Potential Benefits

· Reduction in fatigue

· Increase in productivity and comfort

· decreased learning times

· Large reductions in manipulation errors

What sorts of products are being produced?

· The Phantom haptic interaction device

· Magnetic levitation interaction devices

· Exoskeleton devices

· The Freedom 7
Device turns computer into means for touching virtual objects

Like a high-tech version of a child's interactive "touch and feel" book, this computer interface lets users feel a virtual object to learn its shape, and whether it's rough as sandpaper, hard as rock or hot as fire. What use is that, one might ask? Plenty, if you're in the business of creating new ways for humans and computers to interact. One of the stickiest problems in developing advanced human-computer interfaces is finding a way to simulate touch. Without it, virtual reality isn't very real. Now a group of researchers at MIT's Artificial Intelligence Laboratory have found a way to communicate the tactile sense of a virtual object — its shape, texture, temperature, weight and rigidity — and let the user change those characteristics through a device called the PHANToM haptic interface.

For instance, you could deform a box's shape by poking it with your finger, and actually feel the side of the box give way. Or you could throw a virtual ball against a virtual wall and feel the impact when you catch the rebound.

"In the same way that a video monitor displays visual or graphic information to your eyes, the haptic 'display' lets you feel the physical information with your finger," said Dr. J. Kenneth Salisbury, a principal research scientist in the Department of Mechanical Engineering and head of haptics research at the AI Lab. "It's very unlike video in that you can modify a scene by touching it." The original PHANToM device was developed a few years ago by Thomas Massie, then an undergraduate, and Dr. Salisbury; inspiration for the device grew from collaboration between Dr. Salisbury and Dr. Mandayam Srinivasan of the Research

Lab for Electronics. Since then, MIT's haptics researchers have continued to create enhancements, such as the ability to communicate a virtual object's temperature, texture and elasticity.

The PHANToM haptic interface is a small, desktop device that looks a bit like a desk lamp. Instead of a bulb on the end of the arm, it has a stylus grip or thimble for the user's fingertip. When connected to a computer, the device works sort of like a tactile mouse, except in 3-D. Three small motors give force feedback to the user by exerting pressure on the grip or thimble.

Although haptic devices predated PHANToM, those models primarily had been used to control remote robots that handled hazardous materials, said Dr. Salisbury. They cost up to $200,000 each and required a team of experts to develop the interface and software to adapt them for an application. "The beauty of the PHANToM is people can use it within minutes of getting it," he said. "They can plug it in and get started. I like to compare it to the PC revolution. Once computers were enormous and prohibitively expensive. Now PCs are everywhere."

The PHANToM interface's novelty lies in its small size, relatively low cost (about $20,000) and its simplification of tactile information. Rather than displaying information from many different points, this haptic device provides high-fidelity feedback to simulate touching at a single point. "Imagine closing your eyes, holding a pen and touching everything in your office. You could actually tell a lot about those objects from that single point of contact. You'd recognize your computer keyboard, the monitor, the telephone, desktop and so on," said Dr. Salisbury. The PHANToM haptic interface is currently being manufactured by SensAble Technology, Inc, in Cambridge.. It has been sold in more than 17 countries to organizations such as Hewlett-Packard, GE, Toyota, Volkswagen, LEGO, Western Mining, Pennsylvania State University Medical School, and Brigham and Women's Hospital, which are using it for applications ranging from medical training to industrial design.

Haptics research elsewhere includes an enhancement for fabric rendering, which means in theory, researchers could create an infant's "Pat the Bunny" program with a virtual fuzzy fabric swatch. "It's difficult to predict which of the many applications areas will dominate, but in the growing haptics community, there's palpable excitement," said Dr. Salisbury.

What application areas are best suited to haptic input?

· Medicine, for training, surgical simulation

· Other risky/specialized areas, e.g. astronauts, mechanics

· Education about complex objects, e.g. chemistry

· Creative 3D work, e.g. modeling, product design

•
Interaction for disabled

•
Interaction in 3D and VR environments

HUMAN FACTORS IN HAPTICS INTERFACES.

Haptics is the study of how to couple the human sense of touch with a computer-generated world. One problem with current virtual reality systems is the lack of stimulus for the sense of touch. For example, if a user tries to grab a virtual cup there is not a non-visual way to let the user know that cup is in contact with the user's virtual hand. Also there is not a mechanism to keep the virtual hand from passing through the cup. Haptics research attempts to solve these problems and can be subdivided into two sub fields, namely:

· Force feedback

· Tactile feedback

Force feedback is the area of haptics that deals with devices that interact with the muscles and tendons that give the humans a sensation of a force being applied. These devices mainly consist of robotic manipulators that push against a user with the forces that correspond to the environment that the virtual effector is in.

Tactile feedback deals with the devices that interact with the nerve endings in the skin, which indicate heat, pressure, and texture .These devices typically have been used to indicate whether or not the user is in contact with a virtual object. Other tactile feedback devices have been used to stimulate the texture of a virtual object.

DESIGN OF A HAPTICS INTERFACE.

In order to correctly design a haptic interface for a human, the anatomy and physiology of the body must be taken unto considerations. In force feedback, the propositions and strength of average joints must be considered. Since the hands are most often used for haptic interfaces, the propositions of the hand should be considered when designing a new interface In tactile feedback, the interface must track several variables of the human sense of touch. The fingers are one of the most sensitive parts of the surface of the skin, with up to 135 sensors per square centimeter at the fingertip. Also, the finger is sensitive to up to 10,000 Hz vibrations when seeing textures, and is most sensitive at approximately 230 Hz. The fingers also cannot distinguish between two force signals above 320Hz; they are just sensed as vibrations. Forces on individual fingers should be less than 30-50 N totals. For the average user the index finger can exert 7N, middle finger 6N, and ring fingers 4.5 N without experiencing discomfort or fatigue.

Humans are very adept at determining if a force is real or simulated. In an experiment conducted by Edin et al.,a device was used to determine how humans reacted when they sensed that an object they were holding began to slip. The device consisted of a solenoid attached to a metal plate, which was allowed to slide when the solenoid was turned off. None of the subjects were r=tricked into believed that the object was actually slipping. They all noted that something was wrong with the object, but none commented that the object behaved as if it were slippery.

Studies show that there is a strong link between the sensations felt by a human hand, such as an object slipping, and the motions the hand was going through to acquire that knowledge, such as holding an experimental apparatus. The human haptis system is made up of two sub-systems, the motor sub-system and the sensory sub-system. There is a strong link between the two systems. Unlike the visual system, it is not only important what the sensory system detects, but what motions were used to gain that information.

Haptic Exploration.

Humans use two different forms of haptic exploration namely:

· Active

· Passive

Active haptic exploration is used when the user controls his own actions.

Passive haptic exploration is when the hand or linger of the user is guided by another person. When the user is in control they often make mistakes. In the case of two dimensional explorations the most common mistake is that of wandering off of a contour and the user must spend a large amount of effort to stay on the contour. How ever, when the subject is being guided , her entire attention can be devoted to identifying the object represented.

Many features can be identified more readily with passive haptic exploration. Experiments comparing the accuracy of active versus passive tactile stimulations show that passive haptics are more accurate at identifying features as a whole. When a subject's finger was guided around a two dimensional object, such as the profile of a swan, they were more likely to be able to identify the object. Some studies point out that active observers make more distracting errors, and may have difficulty differentiating between the erroneous paths and the correct paths of exploration.

USERS AND APPLICATION

Benefits to users

The Haptic technology is still a novel technology and its application to blind and visually impaired people is still in a research status. This project has enabled improvement of scientific knowledge in this area and an evaluation of the degree of interaction the user can have with such a system.

As with most technology, the impact of GRAB will be measured by its usefulness - and therefore by its applications. While the project team believes that there are numerous potential applications for GRAB, in the course of the project, it developed three applications:

•
An adventurous an searching game

· A chart data explorer application

· A city-map explorer application

Validation and testing

The GRAB system was tested with a total of 52 participants across the three user organizations of the project (RNIB, NCBI and ONCE). A deep analysis of the features of the GRAB system when applied to a visually impaired people was conducted in the project. This analysis enabled to identify a few key features and benefits that the GRAB system can bring to blind and visually impaired people with respect to other current haptic systems. The main advantage is related to the use of two contact points. Observation and user responses indicated that a second finger -on a separate hand - can be vital as a 'anchor' or reference point that allows the user to orientate themselves in space, more readily understand objects' relationships with one another (distances), and makes re-finding objects easier.

Other main issues that the users most appreciated are:

· Larger workspace than other haptic devices

· Smooth refined movement

· Robustness of the device

· Position accuracy

· High peak forces (GRAB device has twice the force feedback of Phantom)

· Fidelity, especially in terms of judging sizes and comparative distances

•
Interaction and exploration of objects, including features like: weight,
stiffness, stickiness, curvatures, attraction forces, following a trajectory,
utilities to find, recognize and explore small objects,


•
Audio input and output Interaction with a changing environment (buttons, moving objects, organizing objects,    detecting collisions...)

Applications

The technical components in GRAB include a new two-finger 3D force feedback Haptic Interface and a new Haptic Geometric Modeller. These are described in the section on Technical Approach.

An adventurous and searching game

The first application developed on top. of the GRAB system was an adventure a searching game, one of the applications most demanded by the users.

Early in the project the game Master Mind was forwarded as a potential application of the GRAB system. Focus group sessions from all user organizations highlighted the fact that users felt the GRAB system had more game potential than the simple game of Master Mind, and that Master Mind was already very effective as a wooden tactile game for blind users. Participants in these focus groups were highly interested in the idea of a games application for the device, but wanted the games to he more like the games that sighted people play using computers that blind people are unable to play. In particular users indicated that they wanted more active games.

In the new game, the user must move himself inside of a building of two floors. Each floor has several rooms with different prizes (extra lives, points,..), dangers (bombs, traps, a jail, ...), difficulties (random distribution of the elements in each play, find keys to open a door, repair broken keys, cross a maze,..) and interactions (open doors, jump windows, gain objects, use the lift, ask for instructions/inventory...).

Validation

Participants selected for the validation were those previous participants who are blind and who showed a good degree of aptitude in using the device. The game was validated in two stages. First, a basic game with only two rooms.was tested. Then, an advanced game with more dangers and hazards and new interaction ways was validated.

The validation of the game in particular based on users' comments and evaluators' observations reveals the results to be very positive. It seems there is definitely potential for an interesting and interactive game using the GRAB system. The reaction of the users in both sets of game related tests to date was positive and enthusiastic, and the system clearly presents a novel and enjoyable experience. However, some aspects still need more work: the interaction with the game environment and the design of the game itself (for example, the design of the puzzles).

A chart data explorer application

A chart data explorer application was developed that allows visually impaired people to explore, recognize and manipulate virtual charts with the sense of touch and audio help.

Graphical representation of information, often used in finance for price or stock indices, is a powerful technique for showing historical data and predicting future trends. The problem of quickly and easily accessing numerical data presented in graphs and charts, whether the data is static or dynamically updated affects blind and Visually impaired people. The results of which are that much of the information in documents and web sites that include such graphs and charts is inaccessible. This effectively excludes blind and visually impaired people from certain professions that make heavy use of graphically presented numerical data, for example finance and certain of the sciences.

This application provides a means of importing and displaying numerical data in a way that can be interpreted using haptics and audio. The application allows:
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· Import Excel files

· Divide the workspace in two areas to facilitate the exploration tasks and the management of the graph. All the operations undertaken by the user that change the graph (zoom, panning, activate/deactivate a graph line, change of type of representation,...) will be done in the "working area". In the "overview area" the graph will be fix (the original graph) and will not be modified at all.

· Explore simple graphs: lines, bars (columns) and pies

· Explore composite graphs: set of lines and set of bars (columns)

· Explore other elements: trend lines (moving average)

· Haptic and/or audio tick marks (along the x axis), cero gridline and gridlines

· General features: activate/deactivate graphs, change of representation, zoom, panning and re-scaling the chart between two points or along the y axis.

· Multiple User interfaces; keys, audio, buttons and Haptic effects (tapping and stopping).

The target audience for such an application includes blind users in the workplace or in higher level education, and blind users in the community with an interest in finance. An application of this kind meets the social need for inclusion, provide increased access to the workplace and education and expand employment possibilities.

TELE ROBOTIC SURGERY Medical Ultrasound Remote Diagnostic System for Space Applications.

In long-duration space missions, such as the International Space Station, prompt and efficient medical care including diagnosis and treatment is of vital importance. Among the different imaging modalities currently available, ultrasound imaging seems to be the most suitable diagnostic imaging tool that could be used towards monitoring the health of astronauts. Due to the limited expertise of the crewmembers, vital diagnostic decisions could require consultation with ground-based expert radiologist. We propose to develop a novel tele-ultrasound diagnostic system that would allow an expert radiologisHo interactively explore the ultrasound image volumes taken from an astronaut patient by one of the crewmembers. Using haptics and imaging techniques, the system would provide the transparent feeling of operating a real procedure for the ground-based radiologist. Registered information from other imaging modalities will also be incorporated for enhanced diagnostic decisions. The system has significant potential use for other healthcare needs such as the training of medical residents, home tele-health care for the elderly, as well as providing medical services to remote regions in Canada.

Usability of Wave Variable Method for Time-Delay Tele-Surgery with Visual and Haptic Signal Asynchronies

This research study explores issues surrounding time-delay tele-operation involving the display of visual and haptic information with specific application to space-based tele-robotics and surgical training. In general telerobotics, when the round-trip time delay is greater than 500 ms, the sense ol direct telerobotic control breaks down and the operator must revert to a cognitively effortful mode of task orchestration; known more generally in tele-operation as supervisory control .Very little is known about the utility of force-feedback information in these time-delayed cases.

Indeed, it is not clear whether this information can provide any useable haptic perceptual information to the remote operator. In cases where the haptic signal lags a real-time visual signal by more than just 100 ms, the human capacity of sensori-motor control will fail to capture the two sensory channels as integrated multisensory events. The core hypothesis this study will test is whether these restrictions are valid when both the visual and haptic channels are time-delayed by 500ms, and will systematically explore conditions where the asynchrony between the two channels is varied on the order of 100ms and greater. Further studies will be conducted which test the usability of scaled control-displacement rations under these conditions, in order to test the variable-scale control modes which are a feature of current tele-surgical equipment under conditions of time delay.

Vision Based Supervisory Control for Telerobotics

In telerobotics, a human operator controls the actions of a remote robot. Typically, a human operator is requested to accomplish a specified task by directly controlling the remote robot based on video and possibly haptic feedback from the remote site. This can be a challenging task since it involves directly controlling the numerous degrees of freedom of a robot that may be non-anthropomorphic. In comparison, humans use a more efficient way of communicating tasks. Humans are accustomed to specifying tasks by showing and pointing in a shared visual space. To address this issue, we propose, to use supervisory control for controlling a robot through high level task commands. First, we propose a technique to achieve flexible visual servoing by applying function approximation methods from reinforcement learning. The technique is based on letting the system learn through experience a visual-motor function that relates what action should be used in order to reach a goal in the visual space. Then, we propose an efficient human-machine interface that allows natural specification of task level commands, such as pick-ar.d-place, by pointing or selecting objects and regions in a visual space shared between the operator and remote robot through a stereo video link.

HAPTIC technique for media control

A set of tools are introduced for haptically manipulating physical media such as video ,audio, voice mail and computer graphics utilizing virtual mediating dynamic models based on intuitive physical metaphors. For example a video sequence can be modeled by linking its model to a heavy spinning virtual wheel the user browses by grasping a physical force feedback knob and engaging the virtual wheel through a simulated clutch to spin or break it ,while feeling the passage of individual frames. These systems were implemented on a collection of single axis actuated displays (knobs and sliders), equipped with Orthogonal force sensing to enhance their expressive potential. We demonstrate how continuous interaction through a haptically actuated device rather than discrete button and key presses can produce simple yet powerful tools that leverage physical intuition.

We use our haptic (touch) sense of the forces acting on our bodies to perform many everyday tasks like walking, driving, operating machinery, cooking and writing. In doing so, we interact with physical dynamic systems, whose components' movement is determined by physical laws. This paper describes several approaches to using virtual, haptically displayed dynamic systems to mediate a user's control of various Sorts of media. These dynamic systems are constructed as physical task metaphors, rather than as literal representations of the media: e.g. instead of literally rendering the content of individual frames, we use the haptically perceived spinning of a large heavy wheel to Indicate a video stream's progress. Humans are accustomed to manipulating static visual media with physical dynamic systems: pencil and paper, brush and canvas, fingers and clay, chisel and stone. Where these media have migrated to the computer, we engage with a generic mouse or keyboard and have lost distinctive physical sensations. Some research seeks to'duplicate the traditional feels with positive results. Others have built haptic dynamic systems for drawing and sculpting that have no direct physical analog.

CHALLENGES

In science fiction, we take it for granted that alternate realities can be touched and that robotic sensors will work just like our own. When Luke Skywalker loses an arm, he tacks on another that responds so much like the original that his Jedi sword never falters. Meanwhile, on the holodeck, Star Trek regulars pick up and set down the clues left by a computer-generated Dr. Moriarity.

If in our own space-time continuum things lag a bit behind, it isn't the fault of specialists in the field of haptics, who work with touch-related human-computer interfaces.

The study of haptics, from a Greek term relating to "touch," embraces not only computer input devices that rely on human hands, feet, or mouths, but also output devices that allow the computer to provide tactile sensory data to a human on the other side of the device. This kind of force-feedback device allows you not only to use your joystick to push your way through the virtual storm you encounter in your gaming, but also to feel in the joystick the reverberation of the thunder or the sudden letup of force as you take shelter from the wind.

The study of haptics is not all gaming and globe-hopping. There are some unsettling challenges. To begin with, the amount of information we take in from touch is staggering. Run your finger across your cat's coat, and you pick up a wealth of data from the point of contact. The fur is soft or harsh, wet or dry, long or short. But these sensations are really compiled evaluations of the information we receive. Our fingerpads are so sensitive to texture that we can discern a variation on a smooth surface that is only lOOnm high, according to Karen Birchard, writing in The Lancet.

Now, you might think the recognition and evaluation of this kind of minute variation is hard to reproduce, and you would be right. However, Tekscan

markets sensors that depend on layered silver electrode arrays, and, using this technology, sensors have been made recently with spatial resolution as fine as 0.0229 mm2.

And while that sounds as if we're closing in on the sensitivity issue, fingerpads aren't the only thing communicating tactile information to our brains as we ruffle that cat's fur. We depend on things like resistance to know how hard we can run our fingers down the back of Thomasina's neck. Such information comes not just from our fingertips, but from joints and tendons as well. Without that information to alert us to how hard we should press, a protest from kitty would probably be prompt—and, to the human hand, possibly painful. Creating robotic hands that respond as human hands do depends upon more than sensors. Moore's law, which says the computing power per square inch of printed circuitry doubles every 18 months, does not apply to the motors that move mechanical hands and robotic arms. Furthermore, resistance in haptic devices is provided by magnets, which cannot be made smaller but stronger. These issues constitute something of a roadblock in robotics, making it tricky to provide a cheap and reliable android that can wash the dog for us. The only rational conclusion is that if we want Rover to be clean, we'll be running the bathwater and floating his rubber duck ourselves for some time to come.

Another mechanical demon is that when you push your computing devices and they can push back, someone could get hurt. While this isn't much of a worry with a force-feedback touchpad (most of us figure we could take one on bare​handed, should it come to a showdown), it is a consideration in therapeutic applications in which a malfunction could mean that the wrong sort of torque at the wrong time, damages otherwise healing tissues, and it is a concern in industrial applications in which some haptic interfaces may need plenty of punch at their disposal.

One technology that promises a solution is magnetorheological (MR) fluids, under study at Georgia Tech. "If MR fluids are the sole mode of actuation for a haptic interface, then risk of human injury is significantly reduced," says Matt Reed, a control systems engineer at Northrop Grumman Space Technology. A

system actuated entirely by MR fluid brakes or dampers is energetically passive— that is, it can only resist or redirect motion. As a result, all motive energy must be applied by the human operator, a factor that increases safety and guarantees system stability. "In the case of an active system, the device could be augmented with MR fluid actuators in order to increase safety," says Reed, cautioning that this adds cost and complexity. "The additional damping and reduced reliance on the active actuators to generate force could reduce the potential risk of injury."

These studies impact how quickly we have commercial applications. Until researchers and legal departments are both sure they have adequate safeguards in place to keep your 200-lb. pup from being harmed, you won't be getting that XPE-404-9 Household Boot that's sturdy enough to lift your Neapolitan Mastiff and toss him into the bath suds.

CONCLUSION

The study of haptics interface holds a key to interfacing problems with the computer. Haptics enable a fairly intuitive way for the human user to get information into the computer, and for the computer to display information from a virtual world. The search for an inexpensive, portable, and useful haptic display will be long and difficult, but will continue for many years to come. Many researchers look for a natural interface, but there is a physical barrier between the human sensory capabilities and electronic world of a computer.

Research in this area can help those who have been able to use a computer to its fullest extent overcome a physical limitation, and it can enable users to explore objects and places that have been inaccessible under normal circumstances.
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