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                                      ABSTRACT
               In this paper we propose a new architecture for grid computing service which allows grid users to do any kind of computation that needs any type of hardware or software resource, with limited resources at the user side. The proposed grid computing service takes into account both hardware and sofware requierements of the submitted computing task. On other hand our grid system needs to maximize the overall system throughput, minimize the user responce time, and allow good grid resources utilization. On this aspect we propose a scheduling algorithm which allows task allocation and an adaptive load balance operations to achieve the desired goals..

           The resource access and management is one of the most important key factors for grid computing. It requires a mechanism with automatically making decisions ability to support computing tasks collaborating and scheduling. The agent union's social activity model is one of the most suitable candidates for resource management in grid computer system. While there is no an efficient model and framework so far, this paper proposed a method for grid computing based on agent union. The method, which used agent union ' s society activities as exchange and schedule foundation, has realized an efficient resource control and management framework in grid computing with media service, policy management and dynamic negotiation in agent union.
      The growing popularity of the Internet along with the availability of powerful computers and high-speed networks as low-cost commodity components are helping to change the way we do computing. These new technologies are enabling the clustering of a wide variety of geographically distributed resources, such as supercomputers, storage systems, data sources, and special devices, that can then be used as a unified resource and thus form what is popularly known as a “Computational Grids”. The Grid is analogous to power (electricity) grid and aims to couple distributed resources and offer consistent and inexpensive access to resources irrespective of their physical location.
1)What is grid?

Grid is a type of parallel and distributed system that enables the sharing, selection, and aggregation of geographically distributed "autonomous" resources dynamically at runtime depending on their availability, capability, performance, cost, and users' quality-of-service requirements. 

· A local computer cluster  which is like a "grid" because it is composed of multiple nodes. 

· The creation of a "virtual supercomputer" by using spare computing resources within an organization. 
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2)History:
The term Grid computing originated in the early 1990s  as a metaphor  for making computer power as easy to access as an electric power grid in Ian Foster and Carl Kesselmans seminal work, "The Grid: Blueprint for a new computing infrastructure".
· Parallel computing  - > 1980s
· Resulting in development of algorithms, programs, architectures

· 1980- 1990s   : software for parallel computers, creating parallel environments for powerful computing

· CPU scavenging and volunteer computing were popularized beginning in 1997 by distributed.net.
· shared mechanism was focused mainly on memory management
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3)The grid:

· The grid is virtual platform for computing and data management infrastructure

· Useful for global society

· Business

· Government

· Research

· Science and information

·  Dynamically link together resources

· Enables to execute large scale , resource intensive, and distributed applications

· One way -> Parallel and distributed environment 

· Share, selection, aggregation of geographically distributed autonomous resources  at time depending up on their availability, capability, performance, cost, quality of service requirements
4)Grid computing characterstics:

        1. Diversity 
  2.Decentralization

  3.Dynamism

1.Diversity:

   Storage devices

· Database Servers

· Application Servers

· Various kinds of servers 

· Enterprise Applications

· System Services

· Directory Services

· Security

· Identity

· Management Services

2.Decentralization:

· Traditional Distributed systems managed from central administration point.

· Grid computing faces challenges to use resources geographically at distributed data centers with in an enterprise

 3.Dynamism: 
· Grid Computing, applications need to be flexible and adopt to changing demands.

· Components of Traditional application run in static environment

          Ex: Components or administered from different nodes in a    network.

· Managing resources in a dynamic environment is a challenge.

5)Types of grids:

· Computational Grid

· High Performance Servers

· Scavenging Grid

· Large no.of desktop machines availing CPU cycles and other resources

· Access is given to use resources to participate in the Grid.

· Data Grid

· Provide access to data across multiple organizations

· Users don't know where the data is located 



Ex. Two Universities doing research with unique data 

· Peer to Peer Grid  

· Distributed Computing
 

Two types of grids are supported in the 2D Grid module: mesh-centered grids and cell-centered grids. With a mesh-centered grid, the data values are stored at the corners of the grid cells. With a cell-centered grid, data values are stored at the cell centers.
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Types of 2D Grids Supported in GMS. (a) Mesh-Centered Grid (b) Cell-Centered Grid.

a)CPU scavenging:
CPU-scavenging, cycle-scavenging, cycle stealing, or shared computing creates a "grid" from the unused resources in a network of participants (whether worldwide or internal to an organization). Usually this technique is used to make use of instruction cycles on desktop computers that would otherwise be wasted at night, during lunch, or even in the scattered seconds throughout the day when the computer is waiting for user input or slow devices.

Volunteer computing projects use the CPU scavenging model almost exclusively.

In practice, participating computers also donate some supporting amount of disk storage space, RAM, and network bandwidth, in addition to raw CPU power. Nodes in this model are also more vulnerable to going "offline" in one way or another from time to time, as their owners use their resources for their primary purpose.
6)Grid tools:

· Directory Services


Discovering files, topology, sharing, collaboration, network management protocols and indexing services

· Schedulers and Load Balancers


Benefits of Grid, maximizing efficiency, job priority, job dead line, job urgency, load balancing methods like distribute tasks, data management to remove bottlenecks.
      ->Developer Tools


->Tools for grid handling 



Ex: File Transfer, Communications, Environment Control.

· Security


Authentication and Authorization


Controlling who/what can access a grid’s resources.



Ex: Message Integrity, Message Confidentiality
[image: image5.jpg]data maker

the worlds nast poverful test data generatar

[0]





Data maker
7)Grid components:
·  Portal or User Interface

· Security 

· Broker

· Scheduler

· Data Management

· Job and resource management 

· Job flow in Grid environment
a)Portal/user interface:
Although the user interface can come in many forms and be application-specific, for the purposes of our discussion, let's think of it as a portal. Most users today understand the concept of a Web portal, where their browser provides a single interface to access a wide variety of information sources. A grid portal provides the interface for a user to launch applications that will use the resources and services provided by the grid. From this perspective, the user sees the grid as a virtual computing resource just as the consumer of power sees the receptacle as an interface to a virtual generator.
Figure 1. Possible user view of a grid
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b)Security:
A major requirement for grid computing is security. At the base of any grid environment, there must be mechanisms to provide security, including authentication, authorization, data encryption, and so on. The Grid Security Infrastructure (GSI) component of the Globus Toolkit provides robust security mechanisms. The GSI includes an OpenSSL implementation. It also provides a single sign-on mechanism, so that once a user is authenticated, a proxy certificate is created and used when performing actions within the grid. 
Figure 2. Security in a grid environment
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c)Broker:
Once authenticated, the user will be launching an application. Based on the application, and possibly on other parameters provided by the user, the next step is to identify the available and appropriate resources to use within the grid. This task could be carried out by a broker function. Although there is no broker implementation provided by Globus, there is an LDAP-based information service. This service is called the Grid Information Service (GIS), or more commonly the Monitoring and Discovery Service (MDS). This service provides information about the available resources within the grid and their status. A broker service could be developed that utilizes MDS.


Figure 3. Broker service
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d)Scheduler: Once the resources have been identified, the next logical step is to schedule the individual jobs to run on them. If a set of stand-alone jobs are to be executed with no interdependencies, then a specialized scheduler may not be required. However, if you want to reserve a specific resource or ensure that different jobs within the application run concurrently (for instance, if they require inter-process communication), then a job scheduler should be used to coordinate the execution of the jobs. The Globus Toolkit does not include such a scheduler, but there are several schedulers available that have been tested with and can be used in a Globus grid environment. It should also be noted that there could be different levels of schedulers within a grid environment. For instance, a cluster could be represented as a single resource. 

Figure 4. Scheduler
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e)Data management:If any data -- including application modules -- must be moved or made accessible to the nodes where an application's jobs will execute, then there needs to be a secure and reliable method for moving files and data to various nodes within the grid. The Globus Toolkit contains a data management component that provides such services. This component, known as Grid Access to Secondary Storage (GASS), includes facilities such as GridFTP. GridFTP is built on top of the standard FTP protocol, but adds additional functions and utilizes the GSI for user authentication and authorization. Therefore, once a user has an authenticated proxy certificate, he can use the GridFTP facility to move files without having to go through a login process to every node involved. 
Figure 5. Data management
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f)Job and resource management:
With all the other facilities we have just discussed in place, we now get to the core set of services that help perform actual work in a grid environment. The Grid Resource Allocation Manager (GRAM) provides the services to actually launch a job on a particular resource, check its status, and retrieve its results when it is complete. 
Figure 6. GRAM
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8)ADVANTAGES:
· Easier to collaborate with other organizations 

· Make better use of existing hardware 

· Computers working together

· Unused computing capacity is effectively used

· Wide and distributed computing gives flexibility

· Mainframes are idle for 40 %, participation, collaboration, sharing resources gives more productivity. 

· Large capacity work loads can be handled in grid environments

· Drop in the computing cost

· Effective utilization of bandwidth and cost of bandwidth
     The main advantage of Grid computing is that it offers a standard interface to computing and storage resources. Resources all over the world can be easily coupled together, and used by researchers everywhere. This facilitates collaboration with other people, because resources can be combined and data shared. 

9)Disadvantages:

· Grid software and standards are still evolving 

· Learning curve to get started 

· Non-interactive job submission 

· Technology support to utilize the grid

· Some applications can not be parallelized

· Some applications need greater effort to modify and to get faster throughput

10)Conclusion:
      There is a natural convergence of grid services and Web services. This convergence is occurring right now, and it is happening in all industries. It can be observed in the evolutionary thinking of those people who are members of VOs and are participating in this transformation. The grid architecture and global standards serve a major role in determining the adoption rate of grids in the commercial world. These standards are still evolving. Grid-service conventions are nontrivial in their functions; they solve (in a new way) some of the fundamental issues in distributed computing. These issues relate to the naming, creation, discovery, monitoring, and management of the lifetime of stateful services. More specifically, these conventions support very important distributed computing areas, including named service instances, a two-level naming schema that facilitates traditional distributed system transparencies, a base set of service capabilities, including rich discovery facilities, and explicitly stateful services with lifetime management capabilities.

As final note, we remark that in most cases, it is not the lack of resources that stop us from using the CPU-power of so many idle computers, but the difficulty to implement parallel algorithms that produce meaningful results. Computations have a strong serial nature, indeed.
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