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ABSTRACT
In today’s information oriented world where the speed of processing and storage capacity have become the governing factors, the conventional silicon computers to some extent have tried to keep up with the growing needs for faster processing speeds and larger data storage capacity. This imperative job will be taken up by DNA Computers’ in the near future which will revolutionize the computer field and the associated fields in a way which was not possible before. These computers when operational will have ability to perform billions of operations in a single second and the capacity to store immense amount of data.  As the name DNA Computer implies these computers use DNA as the basic storage and processing element and are the latest developments in the field of bioinformatics.

CHAPTER -1
Introduction
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In 2001, scientists at the Weizmann Institute of Science in Israel announced that they had manufactured a computer so small that a single drop of water would hold a trillion of the machines. The devices used DNA and enzymes as their software and hardware and could collectively perform a billion operations a second. Now the same team, led by Ehud Shapiro, has announced a novel model of its biomolecular machine that no longer requires an external energy source and performs 50 times faster than its predecessor did. The Guinness Book of World Records has crowned it the world's smallest biological computing device. 

Many designs for minuscule computers aimed at harnessing the massive storage capacity of DNA have been proposed over the years. Earlier schemes have relied on a molecule known as ATP, which is a common source of energy for cellular reactions, as a fuel source. But in the new set up, a DNA molecule provides both the initial data and sufficient energy to complete the computation. 

We propose a new class of algorithms to be implemented on a DNA computer. The algorithms we are going to introduce will not be affected much by the initial condition change. This will give DNA computers great extensibility. Knapsack problems are classical problems solvable by this method. It is unrealistic to solve these problems using conventional electronic computers when the size of them gets large due to the NP-complete property of these problems.

DNA computers using our method can solve substantially large size problems because of their massive parallelism.

CHAPTER -2

Bioinformatics
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2.1 What is Bioinformatics?

· Bioinformatics is the field of science in which Biology, computer science, information technology merge into a single discipline.

· Bioinformatics is the science of managing and analysing biological data using advanced computing technique.

· Bioinformatics ultimate goal is to enable the discovery of new biological insight as well as to create a global perspective from which unifying principles in Biology can be discerned.

2.2 Computer and Bioinformatics:


Bioinformatics is the computer-assisted data management discipline that helps us:

· Gather, store, analyse, integrated biological and genetic information (data), and represents this information efficiently.

· Bioinformatics experts claim that “ Bioinformatics is the electronic infrastructure of molecular biology”.

· There are many Bioinformatics tools are available over the internet free of charge.

· There are also many commercial software packages used in bioinformatics by researchers who can afford it.

· The no. of software products are growing constantly, so that it is impossible to list, as software developers working in the life sciences (or scientists with software development talent), are constantly updating and producing useful new applications.

2.3 What is done in Bioinformatics?

           ־    Analysis and interpretation of various types of biological data     including: nucleotide and amino acid sequences, protein domain, and protein structures.

· Development of new algorithms and statistics with which to assess biological information, such as relationships among members of large data sets.

· Development and implementation of tools that enable efficient access and management of different types of information, such as various databases, integrated mapping information.

2.4 Example of Biological data used in Bioinformatics:

- DNA [Genome]

- RNA [Transciptome]

- Protein [Proteome]
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2.5 Where Bioinformatics is being used?

Information to understand systems Biology:

· Metabolic Pathways

· Regulatory Networks

2.6 Why use Bioinformatics?

· The explosive growth in the amount of biological information necessitates the use of computer for cataloguing and retrieval of this information.

· A more global perspective in experimental design. As we move from one scientist- one gene/protein/disease paradigm of past, to a consideration of whole organisms, we gain opportunities for new general insights into health and disease.

· Data Mining.

· Equally exciting is the potential for uncovering phylogenetic relationships and evolutionary patterns.

CHAPTER -3

DNA

3.1 What is DNA

 DNA (deoxyribonucleic acid) is the primary genetic material in all living organisms - a molecule composed of two complementary strands that are wound around each other in a double helix formation. The strands are connected by base pairs that look like rungs in a ladder. Each base will pair with only one other: adenine (A) pairs with thymine (T), guanine (G) pairs with cytosine (C). The sequence of each single strand can therefore be deduced by the identity of its partner. 


Genes are sections of DNA that code for a defined biochemical function, usually the production of a protein. The DNA of an organism may contain anywhere from a dozen genes, as in a virus, to tens of thousands of genes in higher organisms like humans. The structure of a protein determines its function. The sequence of bases in a given gene determines the structure of a protein. Thus the genetic code determines what proteins an organism can make and what those proteins can do. It is estimated that only 1-3% of the DNA in our cells codes for genes; the rest may be used as a decoy to absorb mutations that could otherwise damage vital genes. 


mRNA (Messenger RNA) is used to relay information from a gene to the protein synthesis machinery in cells. mRNA is made by copying the sequence of a gene, with one subtle difference: thymine (T) in DNA is substituted by uracil (U) in mRNA. This allows cells to differentiate mRNA from DNA so that mRNA can be selectively degraded without destroying DNA. The DNA-o-gram generator simplifies this step by taking mRNA out of the equation. 


The genetic code is the language used by living cells to convert information found in DNA into information needed to make proteins. A protein's structure, and therefore function, is determined by the sequence of amino acid subunits. The amino acid sequence of a protein is determined by the sequence of the gene encoding that protein. The "words" of the genetic code are called codons. Each codon consists of three adjacent bases in an mRNA molecule. Using combinations of A, U, C and G, there can be sixty four different three-base codons. There are only twenty amino acids that need to be coded for by these sixty four codons. This excess of codons is known as the redundancy of the genetic code. By allowing more than one codon to specify each amino acid, mutations can occur in the sequence of a gene without affecting the resulting protein. 


The DNA-o-gram generator uses the genetic code to specify letters of the alphabet instead of coding for proteins.

           Out of this Biological data used in Bioinformatics we discuss here DNA.

    fig : DNA molecules contained                          fig : Structure of DNA
                in a gold chip  
The following operations can be performed with DNA: 

Unrestricted model of DNA computing:

Synthesis of a desired strand 

Separation of strands by length 

Merging: pour two test tubes into one to perform union 

Extraction: extract those strands containing a given pattern 

Melting/Annealing: break/bond two sDNA molecules with complementary sequences 

Amplification: use PCR to make copies of DNA strands 

Cutting: cut DNA with restriction enzymes 

Ligation: Ligate DNA strands with complementary sticky ends using ligase 

Detection: Confirm presence/absence of DNA in a given test tube[3]

The above operations can be used to "program" a DNA computer.

3.2 Lasers snatch free-floating DNA:

Working with individual DNA molecules is tricky. 
Current technologies involve chemically binding each DNA molecule to a plastic bead, then trapping and moving the bead by hitting it with an intense beam of photons from a laser. A team of researchers from Japan has found a way to drag DNA molecules around without attaching them to a larger object.
          The researchers' first approach was to sandwich the DNA between unconnected beads and move the DNA indirectly by bombarding the beads with a laser, said Akira Mizuno, a professor of electrical engineering at the Toyohashi University of Technology and a professor of electronic engineering 
at  the University of Tokyo in Japan.
          Although that method worked, it required a high degree of skill to carry out. The researchers went on to find an easier way: they made the beads much smaller and used many more of them. "We used many fine particles... to support a DNA molecule," he said.
          Key to the method is the size of the beads. The researchers found that a laser beam would trap, or aggregate a cluster of more than 40 beads that were 200 nanometers in diameter, but would only trap a few beads half that size.
To demonstrate the technique, the researchers put the DNA in a solution that contained 200-nanometer beads. When they focused a laser beam into the solution, a group of beads aggregated at the point of focus. When they focused the beam at the end of a single DNA molecule, a group of beads packed tightly together around that point, and the researchers used the bead
 cluster to drag the end of the molecule.
          The molecule can be released and retrapped by switching the laser off and on, and a single DNA molecule can be manipulated at any point along its length, according to Mizuno. The technique allows researchers to transport, stretch, or keep a DNA molecule in place, he said.
          Combined with florescent labelling, which tags a molecule so that it can be seen through an optical florescent microscope, the method allows for real-time handling of DNA molecules, said Mizuno.
          "This... can be applied to investigate interactions between a DNA and other protein molecules because we can fix a molecule precisely," which allows for higher-resolution imaging, Mizuno said.
          DNA molecules are made up of paired strings of bases held together by phosphate backbones. The order of the four types of bases is a sort of code that allows a cell to make many different proteins. An individual gene is a segment of a DNA molecule that serves as a template to make a specific protein.

3.3 DNA as Software:
Think of DNA as software, and enzymes as hardware. Put them together in a test tube. The way in which these molecules undergo chemical reactions with each other allows simple operations to be performed as a by-product of the reactions. The scientists tell the devices what to do by controlling the composition of the DNA software molecules. It's a completely different approach to pushing electrons around a dry circuit in a conventional computer.

To the naked eye, the DNA computer looks like clear water solution in a test tube. There is no mechanical device. A trillion bio-molecular devices could fit into a single drop of water. Instead of showing up on a computer screen, results are analysed using a technique that allows scientists to see the length of the DNA output molecule.

"Once the input, software, and hardware molecules are mixed in a solution it operates to completion without intervention," said David Hawksett, the science judge at Guinness World Records. "If you want to present the output to the naked eye, human manipulation is needed." 

3.4 Don't Run to the PC Store Just Yet: 

As of now, the DNA computer can only perform rudimentary functions, and it has no practical applications. "Our computer is programmable, but it's not universal," said Shapiro. "There are computing tasks it inherently can't do."

The device can check whether a list of zeros and ones has an even number of ones. The computer cannot count how many ones are in a list, since it has a finite memory and the number of ones might exceed its memory size. Also, it can only answer yes or no to a question. It can't, for example, correct a misspelled word.

In terms of speed and size, however, DNA computers surpass conventional computers. While scientists say silicon chips cannot be scaled down much further, the DNA molecule found in the nucleus of all cells can hold more information in a cubic centimetre than a trillion music CDs. A spoonful of Shapiro's "computer soup" contains 15,000 trillion computers. And its energy-efficiency is more than a million times that of a PC.

While a desktop PC is designed to perform one calculation very fast, DNA strands produce billions of potential answers simultaneously. This makes the DNA computer suitable for solving "fuzzy logic" problems that have many possible solutions rather than the either/or logic of binary computers. In the future, some speculate, there may be hybrid machines that use traditional silicon for normal processing tasks but have DNA co-processors that can take over specific tasks they would be more suitable for. 

3.5 Doctors in a Cell:

Perhaps most importantly, DNA computing devices could revolutionize the pharmaceutical and biomedical fields. Some scientists predict a future where our bodies are patrolled by tiny DNA computers that monitor our well-being and release the right drugs to repair damaged or unhealthy tissue.

"Autonomous bio-molecular computers may be able to work as 'doctors in a cell,' operating inside living cells and sensing anomalies in the host," said Shapiro. "Consulting their programmed medical knowledge, the computers could respond to anomalies by synthesizing and releasing drugs." 

DNA computing research is going so fast that its potential is still emerging. "This is an area of research that leaves the science fiction writers struggling to keep up," said Hawksett from the Guinness World Records.

CHAPTER -4

  A Fledgling Technology


4.1 INTRODUCTION

DNA computers can't be found at your local electronics store yet. The technology is still in development, and didn't even exist as a concept a decade ago. In 1994, Leonard Adleman introduced the idea of using DNA to solve complex mathematical problems. Adleman, a computer scientist at the University of Southern California, came to the conclusion that DNA had computational potential after reading the book "Molecular Biology of the Gene," written by James Watson, who co-discovered the structure of DNA in 1953. In fact, DNA is very similar to a computer hard drive in how it stores permanent information about your genes.

Adleman is often called the inventor of DNA computers. His article in a 1994 issue of the journal Science outlined how to use DNA to solve a well-known mathematical problem, called the directed Hamilton Path problem, also known as the "travelling salesman" problem. The goal of the problem is to find the shortest route between a numbers of cities, going through each city only once. As you add more cities to the problem, the problem becomes more difficult. Adleman chose to find the shortest route between seven cities.
4.2 Similarities between Mathematical and Biological operations:

          Despite their respective complexities, biological and mathematical operations have some similarities: 

The very complex structure of a living being is the result of applying simple operations to initial information encoded in a DNA sequence. 

The result f(w) of applying a computable function to an argument w can be obtained by applying a combination of basic simple functions to w.

For the same reasons that DNA was presumably selected for living organisms as a genetic material, its stability and predictability in reactions, DNA strings can also be used to encode information for mathematical systems. 

CHAPTER -5

DNA Computer


5.1 History of DNA Computer:

Israeli scientists have devised a computer that can perform 330 trillion operations per second, more than 100,000 times the speed of the fastest PC. The secret: It runs on DNA. 

A year ago, researchers from the Weizmann Institute of Science in Rehovot, Israel, unveiled a programmable molecular computing machine composed of enzymes and DNA molecules instead of silicon microchips. Now the team has gone one step further. In the new device, the single DNA molecule that provides the computer with the input data also provides all the necessary fuel. 

The design is considered a giant step in DNA computing. The Guinness World Records last week recognized the computer as "the smallest biological computing device" ever constructed. DNA computing is in its infancy, and its implications are only beginning to be explored. But it could transform the future of computers, especially in pharmaceutical and biomedical applications.    

Israeli scientists have devised a computer composed of DNA and enzymes. The enzyme FokI breaks bonds in the DNA double helix, causing the release of enough energy for the system to be self-sufficient.

Biochemical "nanocomputers" already exist in nature; they are manifest in all living things. But they're largely uncontrollable by humans. We cannot, for example, program a tree to calculate the digits of pi. The idea of using DNA to store and process information took off in 1994 when a California scientist first used DNA in a test tube to solve a simple mathematical problem. 


Since then, several research groups have proposed designs for DNA computers, but those attempts have relied on an energetic molecule called ATP for fuel. "This re-designed device uses its DNA input as its source of fuel," said Ehud Shapiro, who led the Israeli research team.

5.2 DNA Computing
There is a classic problem in logistics called "The Travelling Salesman". Imagine a salesman who has to visit, say, 25 cities on a regular basis. What is the fastest route that will take him through all the cities, without the poor salesman having to go through the same city twice?
         It may sound simple, but the problem becomes more and more complex the more cities the salesman has to travel through. Modern silicon-based computers do not have enough computing power to solve the complex maths involved in this problem. The reason for this is that in order to solve the problem, it must create a list of all the possible routes and then search this list to find the correct answer - an extremely time-consuming task.
          Enter the DNA computer. A single strand of DNA does not yield much power. But DNA can be replicated, so that you can have as much DNA as you need to perform incredibly difficult tasks. And the strange property of a DNA computer is that it can test all the solutions simultaneously - a truly parallel task. What comes out of a DNA computer is simply the right answer - if you have enough DNA to start with.
          Recent breakthroughs have shown that DNA computers can solve the problem for up to 15 cities. Not much, you may say - but for a computer which does not carry a single chip, it is just the beginning. In the future, DNA computers will be able to solve extremely difficult tasks by sheer power - they will be able to do so many parallel calculations that the answer pops up immediately.
          So is the silicon computer dead? Not by a long shot. A DNA computer may excel at solving one extremely difficult problem at a time, but modern computers are more practical, can do most anything (like let you play computer games and surf the net).

CHAPTER -6

DNA Computation Model


          In this section, we include the fundamental model for basic operations to be used in our DNA computation. All DNA operation models necessary for solving those NP-complete problems in the next section are introduced and explained as follows.

 Operations

1. Reset(S): This may also be called initialization. It will generate all the

strands for the following operations. These strands can be generated either to represent the same value or to represent different values according to the requirement.

2. Addin(x, S): This step adds a value x to all the numbers inside the set S.

3. Sub(x, S): This operation will subtract a value x from all the numbers inside the set S.

4. Divide(S, S1, S2, C): This step will separate the set S into two different sets based on the criteria C. If no criterion is given, then components in these two sets are randomly picked from set S and S will be evenly distributed into two sets S1 and S2.

5. Union(S1, S2, S): The operation combines, in parallel, all the components of sets S1 and S2 into set S.

6. Copy(S, S1): This will produce a copy of S: S1.

7. Select(S, C): This operation will select an element of S following criteria C. If no C is given, then an element is selected randomly.

Biological Implementation

In this section, we include the fundamental biological operations for our DNA computation model.

1. Reset(S): This initialization operation can be accomplished using mature biological DNA operations [1]. It will generate a tube of DNA strands representing the same number, e.g., these strands will consist of exactly the same nucleotides with same order. It may also generate different strands to represent different numbers according to the requirement.

2. addin(x, S): There are some existing arithmetic operations for DNA

computers that have been developed [1]. We are going to use the method introduced by [1]. This operation will add a number to all the strands in the tube using the method _rst introduced by [2]. After the addition is finished, all the new strands inside the tube will represent the sum of the value represented by the original strand and the number we add in no matter what was in the tube before the operation. Readers may refer to [3] if any detailed information about how to perform this addition is needed.

3. sub(x, S): The operation can be accomplished similarly as the addin operation shown above. It will simply subtract the value x from all the strands inside the tube.

4. Divide(S, S1, S2, C): The necessary operation for this step of DNA computing is to separate one tube of strands into two tubes. Each resultant tube will have approximately half of the strands of the original tube. The criteria C can be containing or not containing a certain segment, e.g. ATTCG, and we may use the metal bead method to extract them [1] [2].

5. union(S1, S2, S): This operation will simply pour two tubes of strands into one.

6. copy(S, S1): We need to make copies of DNA strands of the original tube and double the number of strands we have for this copy operation. The best and easiest method for this will be PCR (Polymerase Chain Reaction).

Because PCR is counted as non-stable by [1] , we will try to use this operation as few times as possible.

7. select(S, C): This procedure will actually extract out the strand we are looking for. So, it will extract strands from tube S following certain criteria C. We may use existing methods introduced in [1].

CHAPTER -7

The Future of Engineering


7.1 DNA Computers:

The most significant technology in the future of engineering is DNA computers. DNA is what makes up your genes and stores all the information about you inside your cells. It is the instructions for what you look like and how your function. Each microscopic cell in your body contains the entire DNA needed to build you, which is a lot of information. DNA not only has huge data storage potential but also the potential to solve complicated calculations and mathematical problems.

          DNA computers are a very new concept. The idea was conceived just eight years ago. But in just eight years, scientists have already been able to use DNA to solve moderately difficult math problems. DNA computers are still decades away from being able to compete with silicon based computers, but will eventually be much more powerful than silicon based computers. The first DNA computers will not be like a home PC. They will be used to solve huge, complicated mathematical problems, such as breaking codes. 
          DNA computers will be thousands of times smaller and more powerful than silicon based computers. One pound of DNA has ability to store more data than every electronic devices ever made to date. A water droplet sized DNA computers will have more computing power than today's most powerful supercomputers. Another advantage of DNA computing over silicon based computers is the ability to do parallel calculations. Silicon based microprocessors can only do on calculation at a time while DNA computer will be able to do many simultaneous calculations.

Our society is becoming increasingly reliant on computers and will need faster and faster computers. DNA computers have to potential to provide that and more. The creation of practical DNA computers will start a whole new computer revolution.

7.2 Silicon Computers v\s DNA Computer:

          Naturally, harder problems would be more difficult to do by hand — even by traditional computers. Still, extracting the correct answer from a solution with DNA strands is seen as a major hurdle to the acceptance of DNA computers. The group solved a 3-SAT hard nondeterministic polynomial (NP) time problem. A hard NP problem is one in which the time required for algorithms to find a solution increases exponentially with the number of variables involved. (In an easy NP problem, the algorithm running time increases in proportion to the number of variables.) 

A hard NP problem can eat up a lot of computer cycles if carried out by brute force. For example, the Hamilton path problem —commonly known as the travelling salesman problem — is a hard NP problem. If there are N cities in a Hamilton path problem, there are N!/2 possible paths, where N! is N factorial, which is the multiplication of every integer from 1 to N — for example, 4!= 1 x 2 x 3 x 4.

As the number of cities grows, the number of possible path combinations soars. For example, if there are nine cities, there are 180,000 possible paths. Eleven cities would have 19.8 million paths, 13 cities would have about 3 billion paths, and 17 cities would have about 200 trillion paths. For larger and larger numbers of cities, brute force attempts to calculate all paths would quickly overwhelm even a supercomputer i.e., Silicon Computer. 

Right now, humans are very dependant on computers and are relying on computer technology to keep increasing at the rate it is. Soon silicon based 
microprocessors aren't going to be able to be made any more powerful. Microprocessors will become obsolete and a replacement will be needed. DNA computers are the replacement.

· Comparision between Silicon Computers and DNA Computers

Silicon Computers                                 DNA Computers
Silicon computers operate                       Perform calculations in parallel

linearly  taking the tasks linearly.              to other calculations. 

Take years to solve complex                   Because of parallel computing it can                                                                                                                                                   
 mathematical problems                             solve the same problem in hours
Represents info. as a pattern of               Represents info. as a series of     
  electrical impulses using                        molecules arranged on DNA 

  1’s & 0’s                                                 strands.

CPU has basic operations                       DNA has cutting,copying,pasting,

  like addition, bit-shifting,                       repairing enzymes

  logical operators(AND,OR,NOT)

Logic gates accept electrical                  Instead of electrical signals DNA

  signals from silicon transistors
              logic gates rely on DNA code

CONCLUSION

Now a Days storage space and memory is the markets need. And that need is increasing time by time as everyone thinks of storing data as well as the big files like multimedia (audio songs & video). This can not possible by Silicon Computers as there is limitation of space for storage. This can be possible by DNA computers as there is no limitation of space.

Also very complex computations can not possible by simple Silicon Computers within short time but as described above it can be possible by DNA computers.

DNA computer is the need of Future.
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