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Abstract
This paper describes a new approach to fast multimedia information retrieval with data mining and data ware housing techniques.The current system is developed using data warehousing and data mining since the ordinary databases will not serve the purpose of getting the aggregated data in time.

              To tackle the key issues such as multimedia data indexing, similarity measures, search meth ods and query processing in retrieval for large multimedia data archives, we extend the concepts of conventional data warehouse and multimedia database to multimedia data warehouse for effective data representation and storage.The data mining techniques helps the authorities to view the data in the required form.The data warehousing is a collection of decision support technologies, aimed at enabling the knowledge worker to make faster and better decisions. 

                Data warehousing and data mining are technologies that deliver critical and optimally useful information to facilitate performance analysis of business organizations. These technologies are not only an emerging trend in information technology but also a booming market in a range of industries.

Introduction

Data Warehouse                                

->A single, complete and consistent store of data obtained from a variety of different sources made available to end users in a what they can understand and use in a business context.

-->A decision support database that is maintained separately from the organization’s operational database

--->Support information processing by providing a solid platform of consolidated, historical data for analysis.

---->A data warehouse is a subject-oriented, integrated, time-variant, and nonvolatile collection of data in support of management’s decision-making process

 Data Warehousing
A process of transforming data into information and making it available to users in a timely enough manner to make a difference

1.Technique for assembling and managing data from various sources for the purpose of answering business questions. Thus making decisions that were not previous possible

2.A decision support database maintained separately from the organization’s operational database

------>

Data Warehouse Architecture
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A data warehouse is a 

subject-oriented

integrated

time-varying

non-volatile

 collection of data that is used primarily in organizational decision making.

DataWarehouse—Subject-Oriented

Organized around major subjects, such as customer, product, sales.

Provide a simple and concise view around particular subject issues by excluding data that are not useful in the decision support process.

Data Warehouse—Integrated

Constructed by integrating multiple, heterogeneous data sources

ex:relational databases, flat files, on-line transaction records

Data Warehouse—Time Variant

The time horizon for the data warehouse is significantly longer than that of operational systems.

Operational database: current value data.

Data warehouse data: provide information from a historical perspective (e.g., past 5-10 years)

Data Warehouse—Non-Volatile

Operational update of data does not occur in the data warehouse environment.

Does not require transaction processing, recovery, and concurrency control mechanisms

Requires only two operations in data accessing: 

initial loading of data and access of data.

Usage Of DataWareHouse
· Three kinds of data warehouse applications
1. Information processing
· supports querying, basic statistical analysis, and reporting using crosstabs, tables, charts and graphs
· Analytical processing
· multidimensional analysis of data warehouse data
· supports basic OLAP operations, slice-dice, drilling, pivoting
· Data mining
· knowledge discovery from           hidden patterns
supports associations, constructing analytical models, performing classification and prediction, and presenting the mining results using visualization tools.

DATA MINING

Data Warehousing provides the Enterprise with a memory

Data Mining provides the Enterprise with intelligence

We want to know ...

Given a database of 100,000 names, which persons are the least likely to default on their credit cards? 

Which types of transactions are likely to be fraudulent given the demographics and transactional history of a particular customer? 

If I raise the price of my product by Rs. 2, what is the effect on my ROI? 

If I offer only 2,500 airline miles as an incentive to purchase rather than 5,000, how many lost responses will result? 

If I emphasize ease-of-use of the product as opposed to its technical capabilities, what will be the net effect on my revenues? 

Which of my customers are likely to be the most loyal? 

...Data Mining helps extract such information
Application Areas
Industry

 Application
Finance

  Credit Card Analysis

Insurance

  Credit Card Analysis

Telecommunication     Call record analysis

Transport

   Logistics management

Consumer goods
   Promotion analysis

Data Service providers  Value added data



Utilities

   Power usage analysis

Working Of Data Mining
While large-scale information technology has been evolving separate transaction and analytical systems, data mining provides the link between the two. Data mining software analyzes relationships and patterns in stored transaction data based on open-ended user queries. Several types of analytical software are available: statistical, machine learning, and neural networks. Generally, any of four types of relationships are sought: 

· Classes: Stored data is used to locate data in predetermined groups. For example, a restaurant chain could mine customer purchase data to determine when customers visit and what they typically order. This information could be used to increase traffic by having daily specials.

· Clusters: Data items are grouped according to logical relationships or consumer preferences. For example, data can be mined to identify market segments or consumer affinities. 

· Associations: Data can be mined to identify associations. The beer-diaper example is an example of associative mining. 

· Sequential patterns: Data is mined to anticipate behavior patterns and trends. For example, an outdoor equipment retailer could predict the likelihood of a backpack being purchased based on a consumer's purchase of sleeping bags and hiking shoes. 

Data mining consists of five major elements: 

· Extract, transform, and load transaction data onto the data warehouse system. 

· Store and manage the data in a multidimensional database system. 

· Provide data access to business analysts and information technology professionals. 

· Analyze the data by application software. 

· Present the data in a useful format, such as a graph or table. 

Different levels of analysis are available: 

· Artificial neural networks: Non-linear predictive models that learn through training and resemble biological neural networks in structure.

· Genetic algorithms: Optimization techniques that use processes such as genetic combination, mutation, and natural selection in a design based on the concepts of natural evolution. 

· Decision trees: Tree-shaped structures that represent sets of decisions. These decisions generate rules for the classification of a dataset. Specific decision tree methods include Classification and Regression Trees (CART) and Chi Square Automatic Interaction Detection (CHAID) . CART and CHAID are decision tree techniques used for classification of a dataset. They provide a set of rules that you can apply to a new (unclassified) dataset to predict which records will have a given outcome. CART segments a dataset by creating 2-way splits while CHAID segments using chi square tests to create multi-way splits. CART typically requires less data preparation than CHAID. 

· Nearest neighbor method: A technique that classifies each record in a dataset based on a combination of the classes of the k record(s) most similar to it in a historical dataset (where k 1). Sometimes called the k-nearest neighbor technique. 

· Rule induction: The extraction of useful if-then rules from data based on statistical significance. 

· Data visualization: The visual interpretation of complex relationships in multidimensional data. Graphics tools are used to illustrate data relationships. 

Infrastructure Required For Datamining

Today, data mining applications are available on all size systems for mainframe, client/server, and PC platforms. System prices range from several thousand dollars for the smallest applications up to $1 million a terabyte for the largest. Enterprise-wide applications generally range in size from 10 gigabytes to over 11 terabytes. NCR has the capacity to deliver applications exceeding 100 terabytes. There are two critical technological drivers: 

· Size of the database: the more data being processed and maintained, the more powerful the system required. 

· Query complexity: the more complex the queries and the greater the number of queries being processed, the more powerful the system required. 

Relational database storage and management technology is adequate for many data mining applications less than 50 gigabytes. However, this infrastructure needs to be significantly enhanced to support larger applications. Some vendors have added extensive indexing capabilities to improve query performance. Others use new hardware architectures such as Massively Parallel Processors (MPP) to achieve order-of-magnitude improvements in query time. For example, MPP systems from NCR link hundreds of high-speed Pentium processors to achieve performance levels exceeding those of the largest supercomputers. 

 Interpreting the results
The final step of knowledge discovery from data is to evaluate the patterns produced by the datamining algorithms. Not all patterns found by the datamining algorithms are necessarily valid. It is common for the datamining algorithms to find patterns in the training set which are not present in the general data set, this is called overfitting. To overcome this, the evaluation uses a "test set" of data which the datamining algorithm was not trained on. The learnt patterns are applied to this "test set" and the resulting output is compared to the desired output. For example, a datamining algorithm trying to distinguish spam from legitimate emails would be trained on a "training set" of sample emails. Once trained, the learnt patterns would be applied to the "test set" of emails which it had not been trained on, the accuracy of these patterns can then be measured from how many emails they correctly classify. A number of statistical methods may be used to evaluate the algorithm such as ROC curves.

If the learnt patterns do not meet the desired standards, then it is necessary to reevaluate and change the preprocessing and datamining. If the learnt patterns do meet the desired standards then the final step is to interpret the learnt patterns and turn them into knowledge.
Advances in the following areas are making data mining deployable:

data warehousing 

better and more data (i.e., operational, behavioral, and demographic) 

the emergence of easily deployed data mining tools and 

the advent of new data mining techniques.

NEED FOR SEPERATE DATA WAREHOUSES

1.Performance

Op dbs designed & tuned for known txs & workloads.

Complex OLAP queries would degrade perf. for op txs.

Special data organization, access & implementation methods needed for multidimensional views & queries.

2.Function

Missing data:  Decision support requires historical data, which op dbs do not typically maintain.

Data consolidation: Decision support requires consolidation (aggregation, summarization) of data from many heterogeneous sources:  op dbs, external sources. 

Data quality:  Different sources typically use inconsistent data representations, codes, and formats which have to be reconciled.

OLTP vs. Data Warehouse

OLTP systems are tuned for known transactions and workloads while workload is not known a priori in a data warehouse

Special data organization, access methods and implementation methods are needed to support data warehouse queries (typically multidimensional queries)

e.g., average amount spent on phone calls between 9AM-5PM in Pune during the month of December

To summarize ...

OLTP Systems are 
used to “run” a business

The Data Warehouse helps to “optimize” the business 

Conceptual Modeling of Data Warehouses
· Modeling data warehouses: dimensions & measures
· Star schema: A fact table in the middle connected to a set of dimension tables 
· Snowflake schema:  A refinement of star schema where some dimensional hierarchy is normalized into a set of smaller dimension tables, forming a shape similar to snowflake
· Fact constellations:  Multiple fact tables share dimension tables, viewed as a collection of stars, therefore called galaxy schema or fact constellation 
View of Warehouses and Hierarchies
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Multidimensional Data
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Online Analytical Processing – coined by EF Codd in 1994 paper contracted by Arbor Software* 
Generally synonymous with earlier terms such as Decisions Support, Business Intelligence, Executive Information System
OLAP = Multidimensional Database
MOLAP:  Multidimensional OLAP (Arbor Essbase, Oracle Express)
ROLAP:  Relational OLAP (Informix MetaCube, Microstrategy DSS Agent) 
Strengths Of OLAP
It is a powerful visualization paradigm
It provides fast, interactive response times
It is good for analyzing time series
It can be useful to find some clusters and outliers
Many vendors offer OLAP tools 
Browsing a Data Cube
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BitMap Indexes
An alternative representation of RID-list
Specially advantageous for low-cardinality domains
Represent each row of  a table by a bit and the table as a bit vector
There is a distinct bit vector Bv for each value v for the domain
      Example:  the attribute sex has values M and F.  A table of 100 million                     people needs 2 lists of 100 million bits
Comparison, join and aggregation operations are reduced to bit arithmetic

with dramatic improvement in processing time
Significant reduction in space and I/O (30:1)
Adapted for higher cardinality domains as well.
Compression (e.g., run-length encoding) exploited
Products that support bitmaps:  Model 204, TargetIndex (Redbrick), IQ (Sybase), Oracle 7.3
Join Indexes

Pre-computed joins
A join index between a fact table and a dimension table correlates a dimension tuple with the fact tuples that have the same value on the common dimensional attribute
e.g., a join index on city dimension of calls fact table
correlates for each city the calls (in the calls table)  from that city 
Join indexes can also span multiple dimension tables
e.g., a join index on city and time dimension of calls fact table
For a Successful Warehouse

From day one establish that warehousing is a joint user/builder project
Establish that maintaining data quality will be an ONGOING joint

User/builder responsibility
Train the users one step at a time
Consider doing a high level corporate data model in no more than three weeks 
Look closely at the data extracting, cleaning, and loading tools 
Implement a user accessible automated directory to information stored in the warehouse
Determine a plan to test the integrity of the data in the warehouse
From the start get warehouse users in the habit of 'testing' complex queries 
Coordinate system roll-out with network administration personnel 
When in a bind, ask others who have done the same thing for advice 
Be on the lookout for small, but strategic, projects 
References

W.H. Inmon, Building the Data Warehouse, Second Edition, John Wiley and Sons, 1996
W.H. Inmon, J. D. Welch, Katherine L. Glassey, Managing the Data Warehouse, John Wiley and Sons, 1997
Michael J.A. Berry and Gordon Linoff, Data Mining Techniques, John Wiley and Sons 1997
Peter Adriaans and Dolf Zantinge, Data Mining, Addison Wesley Longman Ltd. 1996






[Year]














DATA WAREHOUSING AND DATA MINING














www.1000projects.com

www.fullinterview.com

www.chetanasprojects.com

www.1000projects.com

www.fullinterview.com

www.chetanasprojects.com


