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ABSTRACT
In recent years, numerous organizations have been vying for donated resources for their grid applications. Potential resource donors are inundated with worth- while grid projects such as discovering a cure for AIDS, finding large prime numbers, and searching for extraterrestrial intelligence. We believe that fundamental to the establishment of a grid computing framework where all (not just large organizations) are able to effectively   tap into the resources available on the global network is the establishment of trust between grid application developers and resource donors. Resource donors must be able to trust that their security, safety,    and privacy policies will be respected by programs that use their systems.

The   purpose of this seminar to give the basic overview of Grid   computing, in such   way that reader will able to understand basic concept of grid computing, principal operation and some of the issues of Grid computing.

Grid computing enables the use and pooling of computer and data resources to Solve complex mathematical problems. The technique is the latest development in an evolution that earlier brought forth such advances as distributed computing, the Worldwide Web, and collaborative computing.
CHAPTER - 1

INTRODUCATION
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GRID COMPUTING:-

Grid computing is form of networking unlike conventional network that focus on communications among devices. It harnesses unused processing cycles of all computers in a network for solving problems too intensive for any stand-alone machine.

                             
Grid computing is a method of harnessing the power of many computers in network to solve problems requiring a large numbers of processing cycles and involving huge amount of data in grid computing pcs, servers and workstations are linked together so that computing capacity is never wasted.

 So rather than using a network of computers simply to communicate and transfer data, grid computing taps the unused processor cycles or numerous i.e thousands of computers. It is distributed computing taken to the next evolutionary level .The goal of grid computing is to create the illusion of a simple yet large and powerful self managing virtual computer out of large collection of connected heterogeneous system sharing various combination of resources grid .  computing is a way to enlist large no of machines to work on multipart computational problem such as circuit analysis or mechanical design. It harnesses a diverse array of machines and other resources to rapidelly .  process to solve problem beyond an organization's available capacity. Once a proper infrastructure is in place, a user will have access to a virtual computer that is reliable and adaptable to the users  , for this, there must be standard for grid computing that will allow a secure and robust infrastructure to be built . Standards such as Open Grid  Services Architecture (OGSA) and tools such as provided by Globus Toolkit provide the necessary framework. Grid computing uses open source protocol and software called Globus. Globus software allows computes to share data, power and software.

BASIC CONCEPT OF GRID COMPUTING

HOW IT WORKS?

The computer is tied to network such as internet, which enables regular people with home pcs   to participate in the grid project from anywhere in the world. The pc owners have to download a simple software from the projects host site. And the project sites   use the software that can divide and distribute the pises of program to thousands of computers for processing. The above system shows a grid computing system    that is distributed among the various local domains. 

Working: 

A grid user have to installed the provided grid s/w on his m/c .m/c is connected with Internet. Internet is most far reaching n/w. The user establishes his identity with a certificate authority. The user has responsibility of keeping his grid secure. Once the user and/or machine are authenticated, the grid software provided to the user for installing on his machine for the purposes of using the grid as well as donating to the grid. This software may be automatically reconfigured by the grid management system to know the communication address of the management nodes in the grid and user or machine identification information. In this way, the installation may be a one     click operation. To use the grid, most grid systems require the user to log on to a system using a user ID that is enrolled in the grid. Once logged on, the user can query the grid and submit jobs. The user will usually perform some queries to check to see how busy the grid is, to see how his submitted jobs are progressing, and to look for resources on the grid. Grid systems usually provide command line tools as well as graphical user interfaces (GUIs) for queries. Command line tools are especially useful when the user wants to write a script. 

Job submission usually consists of three parts, even if there is only one command required. First, some input data and possibly the executable program or execution script file are sent to the machine to execute the job. Sending the input is called “staging the input data.” 
Second, the job is executed on the grid machine. The grid software running on the donating machine executes the program in a process on the user’s behalf. Third, the results of the job are sent back to the submitter. When there are a large number of sub jobs, the work required to collect the results and produce the final result is usually accomplished by a single program, usually running on the machine at the point of job submission. The data accessed by the grid jobs may simply be staged in and out by the grid system. Depending on size and no. Of jobs, this can be add up to a large amount of data traffic. The user can query the grid system to see how his application and its sub jobs are Progressing.

A job may fail due to a:

1. Programming error: The job stops part way with some program fault.

2.  Hardware or power failure: The machine or devices being used stop   Working in some way.

    3.   Communications interruption: A communication path to the machine has 

         Failed or is overloaded with other data traffic.

3. Excessive slowness: The job might be in an infinite loop or normal job    

     progress may be limited by another process running at a higher priority or    

     some other form of contention. Grid applications can be designed to   automate the monitoring and recovery of their own sub jobs using functions provided by the grid system software application programming interfaces (APIs).

Grid computing harnesses a diverse array of machines and other resources to rapidly process and solve problems beyond an organization’s available capacity. Academic and government researchers have used it for several years to solve large-scale problems, and the private sector is increasingly adopting the technology. To create innovative products and services, reduce time to market, and enhance   Business processes.

.
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Fig .1.Aset of methods describes the connectivity of the original problem cell (opc) and   specifies   the calculations to be performed by the cell using   local data. Groups of   opcs from collection, one or more which define the variable problem partition assigned to a computer node.
APPLICATION OF GRID COMPUTING:

The grid computing is used to solve the problems  which are beyond the scope of single processor, the problems involving the large amount of computations or the analysis of huge amount of data. Right now there   are scientific and technical projects such as cancer and other medical research projects that involves the analysis of the inordinate amount of data. Now a days grid    computing is used by the sites which are the hosts o the large online games. There are many users on the Internet playing a large online game; there is information of the virtual organization   of all the players. Grids are primarily being used today by universities and research lab   for project that require high performance computing applications.  These projects require a large amount of computer processing power   or access to large amount of data.

CHAPETER-2

GRID
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GRID   :
Grids are usually heterogeneous networks. Grid nodes, generally individual computers, consist of different hardware and use a variety of operating systems and networking to connecting them vary in bandwidth.  It is a type of parallel and distributed system that enables the sharing, selection and aggregation of resources distributed across multiple domains based on their resources availability, capability, performance, cost and users requirement. It is a system formed to share the resources among the various local domains and which owns the resources. These resources are used among the various projects. This forms the system as the aggregation of resources for a particular task i.e. Virtual organization.

SIMPLE GRID DIA:

TYPES OF GRID:-

COMUTATION GRID: 

A computational grid is focused on settings aside resources specifically for computing power .In this type of grid most of machines are high performance servers.

SCAVENGING GRID:

A scavenging grid is most commonly used with large numbers of desktop machines. Machines are scavenged for available cpu cycles and other resources.

Owners of desktop machines are usually given control over when their resources are available to participate in the grid.

DATA GRID: 

A data grid is responsible for housing and providing access to data across multiple organizations. Users are not concerned with where this data is located as long as they access to the data .A data grid allow to share data, manage the data and manage security.

GLOBUS PROJECT:
The Globus project is a joint effort on the part of researchers and developers from around the word that are focused on the concept of grid computing its organized around four main activities:-

1.Research

2.Software tools

3.Testbeds

4.Applications

OVERVIEW OF SOME GLOBUS TOOLKIT :-

GLOBUS TOOLKIT 2.2:
 The Globus toolkit v2.2 provides:-

1.  Security: it secures data transfer

2. Resource Management: Remote job submission and management

3. Data Management: Secure and robust data movement

4. Information Services: Directory services of available resources and their status2

5. Application programming interfaces (APIs) to the above facilities

6 .C bindings or header files needed to build and compile programs

The facilities provided by Globus can be used to build grids and grid-enabled applications today. The facilities provided by Globus can be used to build grids and grid-enabled applications today. Many such environments have been built. However, when building such an infrastructure that is suitable for use in business environments.

2. OGSA AND GLOBUS TOOLKIT V3:-

The Open Grid Services Architecture (OGSA) is an evolving standard for which there is much industry support. Globus Toolkit v3 will be will be the reference implementation for OGSA. OGSA addresses.  First, it changes the programming model to one that supports the concept of the various facilities becoming available as Web services. 

This will provide multiple benefits, including:

 1.A common and open standards-based set of ways to access various grid          

    services using standards such as SOAP and XML.

 2.The ability to add and integrate additional services such as   life cycle 

    management in a seamless manner.

3. A standard way to find, identify, and utilize new grid services as they become 

   available.

Also, OGSA will provide for interoperability between grids that may   have been built using different underlying toolkits. Therefore, work done today to implement a grid environment and enable applications will not necessarily be lost.

OGSA AND OGSI:-

OGSA defines a standard for the overall structure and services to be provided in grid environments. The Open Grid Services Interface (OGSI) specification is a companion standard that defines the interfaces and protocols that will be used between the various services in a grid   environment. 

CHAPTER-3

BENIFITS OF GRID COMPUTING

BENEFITS OF GRID COMPUTING

BUSSINESS BENEFITS: 

ACCELERATE TIME TO RESULT

 . Accelerate time to results:  

 . Can help improve productivity and collaboration.

· Can help solve problems that were previously unsolvable.   

ENABLE COLLABORATION AND PROMOTE OPERATIONAL FLEXIBILITY

. Bring together not only IT resources but also   people.

. How widely dispersed departments and businesses to create virtual    

. Organizations to share data and resources.

EFFICIENTLY SCALE TO MEET VARIABLE BUSINESS DEMANDS
·Create flexible, resilient operational infrastructures.

· Address rapid fluctuations in customer demands needs.

 · Instantaneously access compute and data resources to "sense and  Respond" to    

   needs.

INCREASE PRODUCTIVITY:  

   · Can help give end-users uninhibited access to the computing, data   and 

      storage resources they need (when they need them) .

. Can help equip employees to move easily through product dies phases,    

   research  Projects and more faster than ever .

   ·  Can help you improve optimal utilization of computing capabilities.

   ·  Can help you avoid common pitfalls of over-provisioning and incurring     

      excess costs.

   ·  Can free IT organizations from the burden of administering disparate, 

     non-integrated systems .

TECHNOLOGY BENIFITS:- 

INFRASTRUCTURE OPTIMIZATION:

 · Consolidate workload management.

 ·Reduce cycle times.

INCREASE ACCESS TO DATA AND COLLABORATION: 

 · Federate data and distribute it globally.

 ·Support large multi-disciplinary collaboration.. 

 ·Enable collaboration across organizations and among businesses.

RESILIENT , HIGHLY AVAILABLE INFRASTRUCTUR:  

  ·Balance work   loads .

 · Foster business community 

 · Enable recovery and   failure .

  Grid computing properties:


1.Improved efficiency and utilization of all computing resources within   an enterprise to meet and user demand as well as the ability to solve   problems that were previ0usly unsolvable due to lack of adequate   computing, data or storage resources.

2 .The ability to form virtual organizations that collaborate on common problem by enabling them to share applications and   data.

3.  The ability to tackle very large problems demanding huge computing   resources by enabling the aggregation of computing power storage and other resources.

4.  The ability to help lower the total cost of computing by enabling the sharing, efficient optimization and overall management of those   computing   resources  

CHAPTER- 4

OPTIMAL GRID

To demonstrate how one might simplify the creation of applications on a grid, we have developed a prototype called Optimal- Grid, which handles both independently parallel and connected parallel   problems. Optimal Grid is available for download for evaluation. This self-contained middleware uses a much different approach than existing grid tool kits and serves as a model for the next   generation of grid operations. It provides a coordinating interface between the software that manages the grid nodes and the application software, and it incorporates a new programming model that provides autonomic functions to hide the complexity of creating and running parallel applications. 

 Optimal-Grid requires only that the networked computers all have a Java run-time installed.  When the program for the application is loaded, the middleware automatically partitions the problem using the following procedure

 1.Determine the complexity.

 2.Identify the number of nodes available.

 3.Use algorithms to predict the optimal number of grid nodes needed to 

    Solve the problem.

 4.Optionally interact with the user to divide the problem into an optimal    

    number of pieces. Whether the user or Optimal Grid partitions the       

    Problem, the middleware predicts the computation time for the problem.

 5.Partition the application data into OPCs.

 6. Allow the user the option to customize the data. In assessing stress on  an  

 airplane wing, for example, the user might decide to remove one or  two     

rivets     from a particular place.

 7.Launch the program. 

When the Optimal Grid system initializes itself to solve a problem, it automatically retrieves from the grid a list of available computer nodes. It also obtains the grid’s performance characteristics. At run-time, Optimal- Grid measures ongoing performance, including communication time, computation time, and the complexity of the problem pieces. Optimal Grid uses this information to configure the   grid by calculating the optimal number of computer nodes, partitioning the problem, and distributing its pieces in a way that obtains the best possible performance on whatever grid is used. 

CHAPTER -5

 GRID COMPONENTS


GRID COMPONENTS:

1. PORTAL/  USER INTERFACE:
Just as a consumer sees the power grid as a receptacle in the wall, a grid user should not see all of the complexities of the computing grid. Most users today understand the concept of a Web portal, where their browser provides a single interface to access a wide variety of information sources.  From this perspective, the user sees the grid as a virtual computing resource just as the consumer of power sees the receptacle as an interface to a virtual generator.

2.SECURITY:

 A major requirement for Grid computing is security. At the base of any grid environment, there must be mechanisms to provide security, including authentication, authorization, data encryption, and so on. The Grid Security Infrastructure (GSI) component of the Globus Toolkit provides robust security mechanisms. The GSI includes an Open SSL implementation. It also provides a single sign-on mechanism, so that once a user is authenticated, a proxy certificate is created and used when performing actions within the grid. When designing your grid environment, you may use the GSI sign-in to grant access to the portal, or you may have your own security for the portal. The portal will then be responsible for signing in to the grid, either using the user's credentials or using a generic set of credentials for all authorized users of the portal.

BROKER:

Once authenticated, the user will be launching an application. Based on the application, and possibly on other parameters provided by the user, the next step is to identify the available and appropriate resources to use within the grid. This task could be carried out by a broker function. Although there is no broker implementation provided by Globus, there is an LDAP-based information service. This service is called the Grid Information Service (GIS), or more commonly the Monitoring and Discovery Service (MDS). This service provides information about the available resources within the grid and their status. A broker service could be developed that utilizes MDS. 

SCHEDULAR: 

Once the resources have been identified, the next logical step is to schedule the individual jobs to run on them. If a set of stand-alone jobs are to be executed with no interdependencies, then a specialized scheduler may not be required. However, if you want to reserve a specific resource or ensure that different jobs within the application run concurrently (for instance, if they require inter-process communication), then a job scheduler should be used to coordinate the execution of the jobs. The Globus Toolkit does not include such a scheduler, but there are several schedulers available that have been tested with and can be used in a Globus grid environment. It should also be noted that there could be different levels of schedulers within a grid environment. For instance, a cluster could be represented as a single resource. The cluster may have its own scheduler to help manage the nodes it contains. A higher level scheduler (sometimes called a meta scheduler) might be used to schedule work to be done on a cluster, while the cluster's scheduler would handle the actual scheduling of work on the cluster's individual nodes. 

DATA MANAGEMENT:

 If any data -- including application modules must be moved or made accessible to the nodes where an application's jobs will execute, then there needs to be a secure and reliable method for moving files and data to various nodes within the grid. The Globus Toolkit contains a data management component that provides such services. This component, know as Grid Access to Secondary Storage (GASS), includes facilities such as Grid FTP. Grid FTP is built on top of the standard FTP protocol, but adds additional functions and utilizes the GSI for user authentication and authorization. Therefore, once a user has an authenticated proxy certificate, he can use the Grid FTP facility to move files without having to go through a login process to every node involved. This facility provides third-party file transfer so that one node can initiate a file transfer between two other nodes.

JOB AND RESOURCE MANAGEMENT:
With all the other facilities we have just discussed in place, we now get to the core set of services that help perform actual work in a grid environment. The Grid Resource Allocation Manager (GRAM) provides the services to actually launch a job on a particular resource, check its status, and retrieve its results when it is complete. The Grid Resource Allocation Manager (GRAM) provides the services to actually launch a job on a particular resource, check its status, and retrieve its results when it is complete.
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GRID SOFTWARE COMPONENTS:

Management Component

Any grid system has some management components. First, there is a component that keeps track of the resources available to the grid and which users are members of the grid. This information is used primarily to decide where grid jobs should be assigned.

Second, there are measurement components that determine both the capacities of the nodes on the grid and their current utilization rate at any given time.Third, advanced grid management software can automatically manage many aspects of the grid.

DONOR SOFTWARE:
The donor grid software must be able to receive the executable file or select the proper one from copies pre-installed on the donor machine. The software is executed and the output is sent back to the requester.

SUBMISSION SOFTWARE:

Usually any member machine of a grid can be used to submit jobs to the grid and initiate grid queries. However, in some grid systems, this function is implemented as a separate component installed on submission nodes or submission clients. Usually any member machine of a grid can be used to submit jobs to the grid and initiate grid queries. However, in some grid systems, this function is implemented as a separate component installed on submission nodes or submission 
The grid may be organized in a hierarchy consisting of clusters of clusters. The work involved in managing the grid is distributed to increase the scalability of the grid.

SCHEDULARS:

This software locates a machine on which to run a grid job that has been submitted by a user . Schedulers usually react to the immediate grid load. They use measurement information about the current utilization of machines to determine which ones are not busy before submitting a job. Schedulers can be organized in a hierarchy. For example, a meta-scheduler may submit a job to a cluster scheduler or other lower level scheduler rather than to an individual machine. More advanced schedulers will monitor the progress of scheduled jobs managing the overall work-flow.

COMMUNICATIONMS:

 A grid system may include software to help jobs communicate with each other .For example   ,an application may split itself into a large number of sub jobs. Each of these sub jobs is a separate job in the grid. However, the application may implement an algorithm that requires that the sub jobs communicate some information among them. The sub jobs need to be able to locate other specific sub jobs, establish a communications connection with them, and send the appropriate data. The open standard Message Passing Interface (MPI) and any of several variations is often included as part of the grid system for just this kind communication.

OBSERVATIONS, MANAGEMENT,AND MEASUREMENT:

This software is referred to as a sensor. Some grid systems provide the means for implementing custom load sensors for other than CPU or storage resources. Such measurement information is useful not only for scheduling, but also for discovering overall usage patterns in the grid. The measurement information can also be saved for accounting purposes, to form the basis for grid resource brokering, or to manage priorities more fairly.

CHAPTER-6

WHAT GRID COMPUTING CAN DO         

CAPABILITY OF GRID COMPUTING:

1.EXPLOITING UNDERUTILIZED RESOURCES:

 The easiest use of grid computing is to run an existing application on a different machine. The processing resources are not the only ones that may be underutilized. Often, machines may have enormous unused disk drive capacity. Grid computing, more specifically, a data can be used to aggregate this unused storage into a much larger virtual data store, possibly configured to achieve improved performance and reliability over that of any single Another function of the grid is to better balance resource utilization.

2.VIRTUAL RESOURCES AND VIRTUAL ORGANIZATION FOR COLLABORATION:

 Another important grid computing contribution is to enable and simplify collaboration among a wider audience. Grid computing takes these capabilities to an even wider audience, while offering important standards that enable very heterogeneous systems to work together to form the image of a large virtual computing system offering a variety of virtual resources, The users of the grid can be organized dynamically into a number of virtual organizations, each with different policy requirements. These virtual organizations can share their resources collectively as a larger grid.

3.ACCESS TO ADDITIONAL RESOURCES:

 In addition to CPU and storage resources, a grid can provide access to increased quantities of other resources and to special equipment, software, licenses, and other services. The additional resources can be provided in additional numbers and/or capacity.

4.RESOURCE BALANCING:
 A grid federates a large number of resources contributed by individual machines into a greater total virtual resource. For applications that are grid enabled, the grid can offer a resource balancing effect by scheduling grid jobs on machines with low utilization, as illustrated in Figure 2. This feature can prove invaluable for handling occasional peak loads of activity in parts of an larger organization. This can happen in two ways: An unexpected peak can be routed to relatively idle machines in the grid. If the grid is already fully utilized, the lowest priority work being performed on the grid can be temporarily suspended or even cancelled and performed again later to make room for the higher priority work.

Without a grid infrastructure, such balancing decisions are difficult to prioritize and execute.

5.MANAGEMENT:

The goal to virtualize the resources on the grid and more uniformly handle heterogeneous systems will create new opportunities to better manage a larger, more disperse IT infrastructure. It will be easier to visualize capacity and utilization, making it easier for IT departments to control expenditures computing resources over a larger organization. The grid offers management of priorities among different projects.

CHAPTER-7

GRID CONSTRUCTION


Grid Construction

DEPLOYMENT PLANNING:

The use of a grid is often born from a need for increased resources of some type. One of the first considerations is the hardware available and how it is connected via a LAN or WAN. Next, an organization may want to add additional hardware to augment the capabilities of the grid. It is important to understand the applications to be used on the grid. Their characteristics can affect the decisions of how to best choose and configure the hardware and its data connectivity. There are many planning procedures are used such as AI- planning.

SECURITY:

 Security is a much more important factor in planning and maintaining a grid than in conventional distributed computing, where data sharing comprises the bulk of the activity. In a grid, the member machines are configured to execute programs rather than just move data. This makes an unsecured grid potentially fertile ground for viruses and Trojan horse programs. For this reason, it is important to understand exactly which components of the grid   must be rigorously secured to deter any kind of attack. Furthermore, it is important to understand the issues involved in authenticating users and properly executing the   responsibilities of a certificate authority.

ORGANIZATION:

The technology considerations are important in deploying a grid. However, organizational and business issues can be equally important. It is important to understand how the departments in an organization interact, operate, and contribute to the whole. Often, there are barriers built   between departments and projects to protect their resources in an effort to increase the probability of timely success.
 USING A GRID :USERS PERSPECTIVE:

This section describes the typical usage activities in using the grid from an user’s perspective.

Enrolling and installing grid software

 A user first enrolls as a grid user, and installs the provided grid software on his own machine .He may optionally enroll his machine as a donor on the grid Enrolling in the grid may require authentication for security purposes. The user positively   establishes his identity with a certificate authority. Once the user and/or machine are authenticated, the grid software is provided to the user for installing on his machine for the purposes of using the grid as well as donating to the grid..

LOGGING ONTO THE GRID:

To use the grid, most grid systems require the user to log on to a system using a user ID that is enrolled in the grid. Other grid systems may have their own grid login ID separate from the   one on the operating system.

QUERIESD AND SUBMITTING JOBS:

The user will usually perform some queries to check to see how busy the grid is, to see how   his submitted jobs are progressing. Job submission usually consists of three parts, even if there is only one command required .   

First, some input data and possibly the executable program or execution script file are sent to   the machine to execute the job. Sending the input is called staging the input data. 

Second, the job is executed on the grid machine. The grid software running on the donating machine executes the program in a process on the user’s behalf. It may use a common user ID on the machine or it may use the user’s own user ID, depending on which grid technology is used. Some grid systems implement a protective “sandbox” around the program so that it cannot cause any disruption to the donating machine if it encounters a problem during execution. Rights to access files and other resources on the grid machine may be restricted.

Third, the results of the job are sent back to the submitter. In some implementations, intermediate    results   can be viewed by the user who submitted the   job. In some grid technologies that do not automatically stage the output data back to the user, the results must   be explicitly sent to the user, perhaps using a networked file system.

DATA CONFIGURATION:

The data accessed by the grid jobs may simply be staged in and out by the grid system. However, depending on its size and the number of jobs, this can potentially add up to a large amount of data traffic. For this reason, some thought is usually given on how to arrange to have the minimum of such data movement on the grid.

MONITORING PROGRESS AND RECOVERY:

The user can query the grid system to see how his application and its sub jobs are progressing. When the number of sub jobs becomes large, it becomes to difficult to list them   all in a graphical window .

A grid system, in conjunction with its job scheduler, often provides some degree of recovery for sub jobs that fail. A job may fail due to a:


 Programming error: The job stops part way with some program fault.
 Hardware or power failure: The machine or devices being used stop working in some way.


 Communications interruption: A communication path to the machine has failed or  is , overloaded with other data traffic.


 Excessive slowness: The job might be in an infinite loop or normal job progress may be   limited by another process running at a higher priority or some other form of contention.

RESRVING RESOURCES:

To improve the quality of a service a calendaring system analogy can be used   here.

USING A  GRID:AN APPLICATION DEVELOPERS PERSPECTIVE:

Grid applications can be categorized in one of the following three categories:


 Application    that are not enabled for using multiple processors but can be executed on   different machines.


 Applications      that are already designed to use the multiple processors of a grid setting.


  Applications that need to be modified or rewritten to better exploit grid.
CHAPTER-8

GD SPITFIRE

 GD SPITFIRE
Provides a Grid enabled middleware service for access to relational databases. Currently it consists of the Spitfire Server module and the Spitfire Client libraries and command line executables.” Spitfire – “Spitfire is a project of Work Package 2 within the European Data Grid Project. It


GD: Spitfire Architecture
1.
Uses Java (JDBC + Servlet), SOAP, and XML to connect local database services to the “grid”. 

2.Client / Server architecture to connect resources

3.Freely distributed, allows access to various databases through simple web     

   Interfaces, which can then be customized as stand alone applications.
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