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ABSTRACT
      
     Computer Vision & Image Processing are the two distinct fields which are closely co-related with each other. In computer vision, we analyze the input image and obtain an understanding or make a decision. The goal is the emulation of the visual capability of human beings using computers. In other words, computer vision is making the machine see as we do! In image processing, we attempt to manipulate the input image to obtain a “better” image.
     In fact where image processing ends and fields computer vision start.  Computer vision is the construction of explicit, meaningful descriptions of physical objects from their images. The outputs of computer vision are a description or an interpretation or some quantitative measurements of the structures in the 3D scene. Image processing and pattern recognition are among many techniques computer vision employs to achieve its goals. Computer Vision, also known As Image Analysis, Scene Analysis, Image Understanding, Image Processing, Computer Graphics, Pattern Recognition, Robotics, Artificial Intelligence. 
    Following are the area where we find application of Computer Vision & Image Processing         Robotics, Medicine, Security, Transportation, Industrial, automation, Image/video databases, pattern reorganization and many more. 









Chapter 1

 INTRODUCTION
1.1   Image 
                Before introducing  the  image processing we first see what is image. “An image (from Latin imago) is an artifact, usually two dimensional (a picture), that has a similar appearance to some subject—usually a physical object or a person” [2]. 
         An image defined in the "real world" is considered to be a function of two real variables, for example, a(x,y) with a as the amplitude (e.g. brightness) of the image at the real coordinate position (x,y).A digital image a[m,n] described in a 2D discrete space is derived from an analog image a(x,y) in a 2D continuous space through a sampling process that is frequently referred to as digitization. The 2D continuous image a(x,y) is divided into N rows and M columns.The intersection of a row and a column is termed a pixel. The value assigned to the integer coordinates [m,n] with {m=0,1,2,...,M1}and {n=0,1,2,...,N1} is a[m,n].
        
   [image: ]
                                                            Fig 1.1 Image Acquisition

Common image formats include:
· 1 sample per point (B&W or Grayscale)
· 3 samples per point (Red, Green, and Blue)
· 4 samples per point (Red, Green, Blue, and “Alpha”, a.k.a. Opacity)

[image: waterfall]     [image: waterfall]      [image: ]                                     

1.2 Image Processing
           Image Processing is any form of signal processing for which the input is an image, such as photographs or frames of video; the output of image processing can be either an image or a set of characteristics or parameters related to the image. Most image processing techniques involve treating the image as a two dimensional signal and applying standard signal processing techniques to it.
                  An image processing operation typically defines a new image g in terms of an existing image f. The simplest operations are those that transform each pixel in isolation. These pixel to pixel operations can be written:
                                              g( x , y ) = t (f ( x , y ))                              



[image: ]
                                   Fig 1.2   Image Processing operation



1.3 Computer Vision 
                         Computer vision is the science and technology of machines that see. As a scientific discipline, computer vision is concerned with the theory for building artificial systems that obtain information from images. The image data can take many forms, such as a video sequence, views from multiple cameras, or multi dimensional data from a medical scanner.     Computer vision is concerned with modeling and Computer replicating human vision using computer software and hardware. Computer vision (image understanding) is a discipline that studies how to reconstruct, interpret and understand a 3Dscene from its 2D images in terms of the properties of the structures present in the scene.fig.1.3 shows the summery view of Computer Vision operation.


[image: A:\CV.gif]
                                     Fig.1.3   Computer Vision operation
                                                                
                                                

Computer vision overlaps significantly with the fields shown in Fig 1.4. The important field as given below 

1.3.1 Image processing
1.3.2 Pattern recognition, and
1.3.3 Photogrammetry



1.3.1 Image processing
          
              Image processing focuses on image manipulation to enhance image quality, to restore an image or to compress/decompress an image. Most computer vision algorithms usually assumes a significant amount of image processing has taken place to improve image quality.


1.3.2 Pattern recognition
        
             Pattern recognition studies various techniques (such as statistical techniques, neural network, support vector machine, etc..) to recognize/classify different patterns
Pattern recognition techniques are widely used in computer vision.


1.3.3 Photogrammetry

               Photogrammetry is concerned with obtaining accurate and reliable measurements from images. It focuses on accurate mensuration. Camera calibration and 3D reconstruction are two areas of interest to both computer vision and photogrammetry researchers.








[image: ]
                                       Fig.1.4 Computer vision related fields















                                                                  Chapter 2
                                                   
                                                  IMAGE PROCESSING


[image: ]     [image: ]
                           Fig. 2.1 Fundamental Step in Image Processing
  
    Fig.2.1 show the Fundamental Step in Image Processing which give an idea of all methodology that can be applied to image for different purpose and possibly with different objective. The various steps as below.

2.1 Image Acquisitions:
                 Most of image  are generated by the combination of an “illumination” sources and the reflection or absorption of energy from that source by the element of the “scene” being imaged.
For example the illumination may originated from a source of EM energy such as RADAR,X-ray system. Image acquisition can be done with the help of single sensor or array of sensor.


2.2 Image Enhancement
                It is the process of manipulating an image so that result is more suitable than the original for a specific application. Image enhancement is a cosmetic procedure i.e. it does not add any extra information to the original image. Image enhancement improves the subjective quality of the image by working with the existing data
                   Image enhancement is achieved in the following two domains
· In the spatial domain
· In the Frequency domain

2.3   Image Restoration
                   
                  It is an area that also deals with improving the appearance of an image. Image restoration is objective, in the sense that restoration technique tend to be based on mathematical or probabilistic model of image degradation.  

2.4 Morphological Processing
                        It deals with tools for extracting image components that are useful in the representation and description of shape.

2.5 Segmentation
                     Segmentation subdivides the image into its constituent region or objects. This simply means we endeavor to find out what is in image (picture).segmentation help for making decision in computer vision system. Description, interpretation, or understanding of the scene can be provided by computer vision system with the help of segmentation. Segmentation is not required when the images have to be shown to a human being. This is because a human visual system has an inherent quality to segment the image shown to it [3].   
   2.6 Object Reorganization
                        It is the process  that assign a label to an object based on its description. We see this in the following section.
   2.7 Representation & Description 
                         Image representation is concerned with characterization of the quality that each picture element (pixel) represents. Description also called feature selection, deals with extracting attributes that result in some quantitative information of interest.

 2.8 Image Compression
                         Compression is technique for reducing the storage required to save an image, or the bandwidth requirement to transmit it. Image compression addresses the problem of reducing the amount of data required to represent a image. There exists two different categories of data compression algorithms. They could either be Loss-less or they could be Lossy.

2.9 Color Image Processing 
                      The use of color image processing is motivated by two principal factors. They are as given below
· Color is a powerful descriptor that often simplifies object identification and extraction from scene. 
·  Human can discern thousand of shades and intensities, compared to about only two dozen shades of gray. 
                 Color image processing is divided into two major areas.
        (i) Full-color processing.
       (ii) Pseudo color processing.       
                        
                                                                Chapter 3
                                                
                                                    COMPUTER VISION



                 [image: ]
                                           Fig. 3.1 computer vision system


        Generalized block diagram of computer vision system shown in fig 3.1 which indicate the important component in computer vision system. The most important component in this system is camera through which picture of object or person will be taken out. In general the OV7620  low-cost CMOS camera will be used that is capable of resolutions of 640 x 480 pixels. A popular computer vision interface for robotic hobbyists, the CMUCam, uses the OV7620 in its design.
         Microcontroller is used for controlling the working between camera and computer. But the speed limitation of microcontroller makes it less attractive. The remedy of this problem will be to use the parallel architecture.  This will help to pipeline successive image processing functions.                                          
With this we can achieve a much higher data throughput than traditional computing systems.
The architecture has been designed for implementation in two types of logic chips - The Field Programmable Gate Array (FPGA) and Application Specific Integrated Circuit (ASIC) – that afford power and size requirements [3] that are significantly lower than the smallest of Pentium motherboards.

3.1 Computer Vision Hierarchy
             

                                             
                                         Fig.3.2 Computer Vision process flow
 Fig.3.2 shows the computer vision process flow which consist of Low-,Mid-&High-Level process. The brief description of these  level is given below.

3.1.1 Low-level process: 
                   In these level image is taken out with the help of camera. The object in 3D view will be converted into 2D image. Image which is to be taken repents problem domain i.e. what are the operation to be carried out on image which yield attribute or necessary information about image.  To do this task first image is processed for removal of noise. These is done in this level. The input to this level is image and output is also image but in processed form. Process image for feature extraction (edge, corner, or optical flow).Fig3.3 shows the block which is come into these process.

3.1.2 Intermediate-level process: 
                  In these process object recognition and 3D scene interpretation using features obtained from the low-level process. In these segmentation play important role.(shown in fig 3.3). Segmentation subdivides the image into its constituent region or objects. This simply means we endeavour to find out what is in image (picture).segmentation help for making decision in computer vision system. Description, interpretation, or understanding of the scene can be provided by computer vision system with the help of segmentation. Segmentation is not required when the images have to be shown to a human being. This is because a human visual system has an inherent quality to segment the image shown to it[3].
      

3.1.3 High-level process: 
            This is the final step in computer vision process which gives interpretation of the evolving information provided by the intermediate level vision as well as directing what intermediate and low level vision tasks should be performed. Interpretation may include conceptual description of a scene like activity, intention and behavior.

[image: A:\proc_levels.jpg]
                                    Fig.3.3 Computer Vision Hierarchy







3.2 Computer Vision Hierarchy                 


                   [image: ]
                                               Fig. 3.4 Computer Vision Hierarchy                 


Fig 3.4 shows the Computer Vision Hierarchy which indcate the all necessary operation to be carried out by computer vision system. The input to the computer vision system is image and output is                 
Description, interpretation, or understanding of the scene. Computer Vision Hierarchy                 divided into  Low-,Mid-& High-Level process as shown in Fig3.2.





3.3 Reasoning
                  Reasoning is the highest level of computer vision processing. Reasoning takes facts together with a figure indicating the level of confidence in the facts, and concludes (or infers) another fact. This other fact is presented to the system at a higher level than the original facts. These inferences themselves have levels of confidence associated with them, so that subsequent to the reasoning strategic decision can be made.
 Consider an example:
   An image subsystem (Computer Vision System) called SCENE ANALYSIS, products, as output, a textual description of a scene. The system is supplied with labeled objects and their probable locations in three-dimensional space. Rather than simply saying that is to the right of B, which is above C, the system has to deliver a respectable description of the scene, for example the telephone is on the table the hanging light in the centre of the ceiling, is on. The vase has fallen off the table. The apple is in the ashtray.
          These statements are the most difficult to create. Even ignoring the complexities of the natural language, the system still needs to have knowledge of what “on” (on the table and the light is on), “in”, and “fallen” off mean. It has to have rules about each of these. When is something on something else and not suspended above it. These are difficult notions. For example, if you look at a closed door, it is not on the ground but suspended just above it. Yet what can a vision system see? Maybe it interprets the door as another piece of wall of a different color. Not to do so implies that it has a reason for suspecting that it is a door. If it is a door then there have to be rules about doors that are not true for tables or ashtrays or other general objects. It has to know that the door is hanging from the wall opposite the handle. This is essential knowledge if the scene is to be described. This level of reasoning is not normally necessary for vision in manufacturing but may be essential for a vision system on an autonomous vehicle or in an X-ray diagnosis system.






3.4 Fact and Rules
             There are a number of ways of expressing rules for computers. Languages exist for precisely that kind of operation PROLOG, for instance, lends itself to expressing rules in a form that the computer can process   i.e. reason with. Expert systems normally written in a rule-like
language, allow the user to put their knowledge on computer. In effect the computer is programmed to learn, and may also be programmed to learn further, beyond the human knowledge, by implementing the knowledge and updating its confidence in the inferences it makes according to the result of its decision. The computer can become better than the expert
in making reasoned decisions. With computer vision however, the problem is not the technology but the sheer volume of information required to make expert judgments, unless the scene is very predictable.
          Let’s take an example an image consist of car is on the road. The computer vision system give the appropriate description about an image for this system divide image into region for car and road. This is done with help of segmentation. Following are the rule used by computer vision system to give correct description about an image.
Expressed in a formal manner
                          IF region(x) is A_CAR
                          && region(y) is A_ROAD
                          && region(x) is next to region(y)
                         THEN
                        A_CAR is on A_ROAD.
This notation is not the normal notation used in logic programming. but reads more easily, for
those unused to the more formal notation. Note that && means logical AND Logic programming would write the above as something like:
                       IS(A_CAR, region x)
                      & IS(A_ROAD, region y)
                      & IS_NEXT_TO(region x, region y)=IS_ON(A_CAR, A_ROAD).
Given this rule, consisting or two assumptions and an inference, and given that the assumptions are, in fact, true, the system can now say that a car is on a road.
      The technique below describes how these rule bases can be held in normal procedural language.

Technique:  Constructing a set of facts
USE: A set of facts is a description of the real world. It may be a description of a scene in an image. It may be a list of things that are true in real lift that the processor can refer to when reasoning about an image. It is necessary to hold these in a sensible form that the processor can access with case. Suggestions as to the best form are described
in this technique. 
OPRATION: This is best done using a proprietary language such as PROLOG, but, assuming that the reader has not got access to this or experience in programming in it the following data structure can be implemented in most procedural languages, such as Pascal, ADA, C, etc.
Identify a set of constants, e.g.
           {CAR, ROAD, GRASS}
a set of labelled image parts
            {region x, region y)
a set of operators
            { is, above, on, next to }.
         Put each of these sets into its own array. Finally create an array (or linked list) of connection records that point to the other arrays and hold a value for each connection. Figure 3.5
illustrates this.
                    [image: ]
                     Fig. 3.5 Illustration of the facts implementation discussed in the text

                                       
Technique: Constructing a rule base.
USE: Rules connect facts if one or more fact is true, then a rule will say that they imply that another fact will be true. The rule contains the assumptions (the facts that drive the rule, and the fact that is inferred from the assumptions-or implied by the assumption).
OPERATION: Using the above descriptions of facts, a rule base consists of a set of linked lists, one for each rule. Each linked list contains records each pointing to the arrays as above for the assumed facts and a record with a k value in it for the inferred facts, Fig. 3.6 illustrates this.

                          
          [image: ]
            Fig. 3.6 Illustration of the implementation of the rule discussed in the text







       It now remains to implement an algorithm that will search the facts for a match to a set of
assumed facts so that a rule can be implemented. When the assumed facts are found for a particular rule, the inferred fact can be added to the facts list with a confidence value. The whole process is time consuming. and exhaustive searches must be made, repeating the searches when a new fact is added to the system. The new fact may enable other rules to operate that have not been able to operate before. It is sometime useful to hold an extra field in the facts that have been found from rules. This extra field contains a pointer to the rule that gave the fact. This allows backward operations enabling the system to explain the reasoning behind a certain inferences.
For example, at the end of reasoning, the system may be able to print:

I discovered that A_CAR is on A_ROAD (38% confident) because:
                   Region (x) is a A_CAR
                   Region (y) is a A-ROAD and
                   Region (x) is next to region(y)














                                                            Chapter 4
                                  
                                   Computer Vision vs. Image Processing

4.1 Comparison
         Image processing studies image-to-image transformation. The input and output of image processing are both images. Typical image processing operations include

       • Image compression
       • Image restoration
       • Image enhancement
         Computer vision is the construction of explicit, meaningful descriptions of physical objects from their images. The output  of computer vision are a description or an interpretation or some quantitative measurements of the structures in the 3D scene. Image processing and pattern recognition are among many techniques computer vision employs to achieve its goals.


4.2 Applications
           4.2.1 Robotics
           4.2.2 Medicine
           4.2.3 Security
           4.2.4 Transportation
           4.2.5 Industrial automation
           4.2.6 Image/video databases
           4.2.7 Human Computer Interface




4.2.1 Robotics
    [image: ]            [image: ]
 Fig 4.1 NASA rover for for planetary surface           Fig 4.2 Real time visual servoing for robot grasping
               exploration                               
Computer vision play very important role in robotics. It is use for following purpose 

• Localization-determine robot location automatically
• Obstacles avoidance
• Navigation and visual servoing
• Assembly (peg-in-hole, welding, painting)
• Manipulation (e.g. PUMA robot manipulator)
• Intelligent robotics to interact with and serve people
          Fig.4.1 & 4.2 shows the application of robotics in planet and Real time visual servoing for robot grasping resp.
          





 4.2.2 Medicine
           Computer vision used for   Classification and detection (e.g. lesion or cells classification and tumor detection), 2D/3D segmentation, 3D human organ reconstruction (MRI or ultrasound),Vision-guided robotics surgery

                                [image: ]
                                                 Fig.4.3 Medical Imaging


4.2.3 Security
            Computer vision used in Biometrics (iris, finger print, face recognition) and Surveillance-detecting certain suspicious activities or behaviors. Fig 4.4 shows the Face Detection and Recognition for security purpose.
                                               [image: ]
                                      Fig.4.4 Security: Face Detection and Recognition
4.2.4 Transportation
      [image: A:\traffic.jpg]      [image: A:\traffic01.jpg]
                                                  Fig 4.5 Traffic Monitoring
                    Computer vision system used in transportation. Intelligent transportation system using  Geographic Information System (GIS) is the sub field of Computer vision in which   driver make informed decision and are better equipped to plan their route and estimate their travel time.

4.2.5 Industrial automation
                               [image: A:\vision_system.jpg]
                                   Fig.4.6 An Industrial Computer Vision System
Fig.4.6 shows the An Industrial Computer Vision System which is used for continuously checking the product. Computer vision system will helpful in detecting the fault in product by continuously monitoring product. 
 4.2.6 Image/video databases
           It is mainly used for image retrieval based on image content. It is shown in fig. 4.7

                             [image: ]
                                     Fig.4.7. Image/Video Database Search/Retrieva

4.2.7 Human Computer Interface
                                    [image: A:\facial_express.gif]
                                     Fig.4.8    Facial Expression Recognition
Computer vision system used for Gaze estimation  Face expression recognition  Head and hand gesture recognition.


                                                                   Chapter 5
                  
                                        
                                              Practical Considerations
 

Computer vision has some serious drawback which make it hard to implement. Therefore  practical considerations must be taken into account .Let us see first drawback of computer vision: 
 
5.1 Drawback
· Many-to-one mapping
· A variety of surfaces with different material and geometrical properties, possibly under different lighting conditions, could lead to identical images
· Inverse mapping has not unique solution (a lot of information is lost in the transformation from the 3D world to the 2D image).

· It is computationally intensive 
· The problem is ill-posed inverse problem.
· Noisy image data or data with uncertainties.
· We do not understand the recognition problem

5.2 Practical Considerations 
· Impose constraints to recover the scene
· Gather more data (images)
· Make assumptions about the world
· Computability and robustness
· Is the solution computable using reasonable resources?
· Is the solution robust?
· Industrial computer vision systems work very well
· Make strong assumptions about lighting conditions
· Make strong assumptions about the position of objects
· Make strong assumptions about the type of objects

5.3 Conclusion  

        We have seen that Computer Vision & Image Processing is the two distinct fields which are closely co-related with each other. We studied about image processing then later we see computer vision system block diagram, hierarchy, reasoning ,fact and rule for implementing computer vision system.  Then we see some important application of computer vision system and some drawback and for this we see some practical consideration.   
        Summarized conclusion about this topic is given below  
1. Vision-based automation is promising.
2. Solutions are simple in a controlled environment.
3. State-of-the-art is very interesting
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FIGURE 2.15 An example of the digital image acquisition process. (a) Energy (“illumination”) source. (b) An el-

ement of a scene. (¢) Imaging system. (d) Projection of the scene onto the image plane. (¢) Digitized image.
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