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ABSTRACT

The quality of modern astronomical data and the agility of current image-processing software enable the visualization of data in a way that exceeds the traditional definition of an astronomical image. Two developments in particular have led to a fundamental change in how astronomical images can be assembled. First, the availability of high-quality multi wavelength and narrowband data allow for images that do not correspond to the wavelength sensitivity of the human eye, thereby introducing ambiguity in the usage and interpretation of color. Second, many image-processing software packages now use a layering metaphor that allows for any number of astronomical data sets to be combined into a color image. With this technique, images with as many as eight data sets has been produced. Each data set is intensity-scaled and colorized independently, creating an immense parameter space that can be used to assemble the image. Since such images are intended for data visualization, scaling and color schemes must be chosen that best illustrate the science. A practical guide is presented on how to use the layering metaphor to generate publication ready astronomical images from as many data sets as desired. A methodology is also given on how to use intensity scaling, color, and composition to create contrasts in an image that highlight the scientific detail. Examples of image creation are discussed.

 INTRODUCTION

The prevalence of multi wavelength data in astrophysical research makes color images an appealing means of data visualization. The reduced costs for color figures in online journals has also increased their appeal for publication. How such images are made has changed with technological advancement. For many decades astronomical color images were generated using large format photographic plates, wherein images were made by combining gray-scale images taken through red, green, and blue optical filters, e.g., Malin (1992). Because these filters approximately match the sensitivity of the color-detecting cones in the human eye, these images were considered to be roughly accurate representations of the object’s appearance, discounting issues associated with the sensitivity of the human eye. In the early 1980s, charge-coupled device (CCD) detectors began to replace photographic plates as the instrument of choice for optical astronomical research, allowing for the first time images to be created in a purely digital form. Since that time, images have mainly been assembled by assigning data sets to the red, green, and blue channels of a color image, even if the data sets did not correspond to these filters. The Hester et al. (1995) ‘‘Pillars of Creation’’ image of the central region of M16 with the Hubble

Space Telescope (HST ) is a famous example of such an image that uses only narrowband optical filters. 

PROCEDURE
Generating a color image can be distilled into the following steps: 
1. Intensity scaling and projection of each data set into gray-scale images
2. Importing these images as layers into an IP software package
3. Intensity rescaling each layer to increase contrast
4. Assigning a color to each layer
5. Fine-tuning the image, which includes overall color balance, the removal of artifacts, and orientation and framing 
6. Preparing the image for electronic distribution and print production. 
To ensure that your image will appear as desired on other computers and in print, it is helpful if your monitor is color calibrated and a color management workflow is established on your computer prior to image generation. The techniques described herein assume that more than one data set, preferably three or more, will be combined to produce a

color image. A data set is defined as a two-dimensional image of a particular wave band, polarization, or other distinct characteristic; e.g., an optical image through a single filter, a radio image at or in a particular wave band and/or polarization, or an X-ray image over a specified energy band. These techniques are designed to

take advantage of the distinct structural information in each data set for which they were obtained. 

Scaling and Projecting Data

One of the most critical steps in the image generation is also the first step after the data are reduced. Each data set must first be projected into a gray-scale image. In this paper the terminology of ‘‘data set’’ is used when referring to the original, reduced data,

and ‘‘image’’ is used when referring to a data set that has been projected into an image. A data set is projected into an image by using a scale function5 that converts the data values in each pixel into one of a finite number of integer pixel values. In a grayscale

image, these pixel values are shown as shades of gray. In an index-color (color-mapped) image, these pixel values are shown as predetermined color values. Only 28 (256) pixel values are available in an 8 bit image; whereas 16 bit images have 216 (65,536) pixel values. The dynamic range within a data set usually exceeds what can be shown directly in an image. For example, most optical CCDs have 15 bit or 16 bit converters, which can create data sets that

have dynamic ranges of >10,000, and radio interferometric observations can result in data sets with dynamic ranges of  >100,000 (e.g., Perley 1999). An 8 bit gray-scale image is therefore incapable of displaying the structure and detail in a data set over the entire dynamic range without compromise. Sixteen-bit gray-scale images are therefore, in principle, preferable because they can retain the fine detail within a data set over a much larger dynamic range. 
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Unless an image is of the index-color type, color images are typically stored in a 24 bit image format that consists of 8 bits each for the red, green, and blue channels.6 Many IP packages are now capable of storing 16 bits channel_1 in a color image, generating In effect a 48 bit color image. Unfortunately, this does not necessarily result in a more detailed image because computer monitors are currently capable of displaying only 8 bits channel_1.7 Thus, while 16 bit gray-scale images better retain the detail within a data set, ultimately they cannot display it any better than an 8 bit gray-scale image. The advantage of the format is that it better retains the fine structure contained within the original data sets when it is rescaled within the IP software. Note that each rescaling of the image, e.g., with a levels or curve tool in the IP software, will result in a loss of pixel values. Within an 8 bit image, the loss of even a few of the 256 pixel values can have a significant impact

on the quality of an image. Every time a 16 bit image is rescaled, there is also a loss of some of the 65,536 pixel values. But the effect of this loss on the image itself is minimal because the remaining 16 bit pixel values are redistributed among the 256 values available for image display, usually resulting in no loss of image quality. Thus, high-contrast scalings are not likely to introduce posterization (see below) into the final image, allowing more flexibility in choosing the initial scaling for projecting the data into an image. 
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For any scale function, proper minimum and maximum values for the scale must be specified. All data values below the minimum scale value are ‘‘undersaturated’’ and will be displayed as a pure black, and all data values above the maximum scale value are considered ‘‘oversaturated’’ and will be displayed as a pure white. Each intermediate data value will be displayed as one of 254 shades of gray. When choosing these values consider the following compromise: if the difference between minimum and

maximum scale values is large, the scaling will be coarse and subtle differences in intensity will be lost; e.g., in a linear scale from 0 to 32,768, each shade of gray will represent a range of 128 in data values (since 32;768/256 ¼ 128). Thus, if the values of 2 pixels both fall into the same bin of 128, they will be shown as the same shade of gray and therefore will be indistinguishable. In extreme cases, when large sections of a data set are assigned the same shade of gray, the resulting image can look data values. When blended, the overall dynamic range was compressed and the contrast in the arms was enhanced.
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Importing Data into Layers in an Image-Processing Program

Once each data set has been projected into a gray-scale image, the next step is to import each image into an IP program that is capable of combining multiple ‘‘layers’’ of images into a single,

composite image. To create a color image, each gray-scale image is imported into the IP program as a layer. The multiple images are layered onto each other. Each layer is then blended with the layers below via an algorithm. Each layer is then assigned a color. Each layer will probably also need to be rescaled within the IP program to enhance the detail within the layer. The combination of the layers

forms the resulting image. It is important to note that layers are different from ‘‘channels,’’ which are the orthogonal colors that define the color space; e.g., in

‘‘RGB color’’ the channels are the primary colors red, green, and blue. In RGB color all other colors are reproduced by combining these three colors in varying amounts. Primary colors and the RGB color space are discussed in x 3.1. A traditional method for creating a color image is to combine three data sets by assigning each data set to a channel, such that

each data set is, in effect, assigned to one of the primary colors. The layering metaphor allows three major improvements over this method. First, an image can be created with any number of data sets; it is not limited to the number of channels. Second,

any color can be assigned to a layer, not just the channel colors, i.e., red, green, and blue in RGB color. Third, it is possible to temporarily hide a layer such that it is not visible. This is useful when modifying one layer at a time, as described in the following steps. Layers are discussed in more detail in x 2.3. The first step is to create a master image file in the IP program that will contain all of the gray-scale images, each as a separate layer. Each gray- scale image should be opened and copied into the master image. The master file should be saved in an RGB color (24 bit) file format that retains the layers. The combination algorithm for each layer should be set to ‘‘screen’’ and 100%opacity. The screen algorithm acts to increase the pixel values of a particular layer, effectively brightening the image. Assuming an 8 bit channel depth, it combines the selected, ‘‘foreground’’ layer with the ‘‘background’’

layer underneath it with the following equation (Bunks 2000):

r = 255 -1/255(255 _ rf )(255 _ rb);

Alignment and Rescaling

Once all of the images are copied as layers into the master file, the layers need to be aligned to a common astrometric frame. It is also usually necessary to fine-tune the intensity scaling of each layer to better show detail. Alignment of Layers. In general the data sets should be registered to a common astrometric frame in a data analysis package prior to exporting the image. Manipulations such as fractional pixel shifts, rotation, pixel rescaling, and higher order geometric distortions are better done in a data analysis package. However, simple registration can be done in most IP programs. If all of the data were obtained from the same telescope and instrument during the same epoch, astrometric

registration is usually as simple as a linear shifting of the layers. Large-format instruments may have significant geometric distortion across the field of view. The varying thickness of filters can also introduce differential geometric distortions. If geometric distortions are not removed, a process commonly done during data reduction, they can result in problems with layer registration, as well as with mosaicking of images with significant

offsets. The layers can be aligned by selecting each layer and shifting it to a common reference layer. Layers can be more effectively aligned by temporarily inverting the gray scale of a layer and

reducing its opacity, making its offset relative to other layers more apparent. Once the layer is properly aligned, invert it again to return it to normal and restore the layer’s opacity to 100%.
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Color and the Image

Once each layer is appropriately aligned and rescaled, the image is ready to be colorized. Color is parameterized in most IP packages in the ‘‘HSV’’ color space, wherein a specific color is defined by its hue, saturation, and value. ‘‘Hue’’ describes the

actual color, e.g., yellow or yellow-green. ‘‘Saturation,’’ also often referred to as intensity, is a measure of a color’s purity. A purely desaturated color is mixed with an equal amount of its ‘‘complementary’’ color. Drawing a line across the color wheel from a color, through the center of the wheel, to the color on the direct opposite side of the wheel defines a color’s complement.  For example, blue is the complement of yellow in the RGB system.

A purely saturated color contains none of its  complement.  A purely desaturated pixel contains no color; i.e., it is a gray scale. ‘‘Value’’ is a measure of the lightness of a color, i.e., the amount of white or black added. Other terms used to modify color are ‘‘tint,’’ ‘‘tone,’’ and ‘‘shade.’’ A ‘‘tint’’ is a color with added white; e.g., pink is a tint of red. A ‘‘tone’’ is a color with added gray, and a ‘‘shade’’ is a color with added black. The HSV color space has its origins in Newton’s color circle or wheel. The simple color wheel used in most IP packages is shown in Figure.
Fine-Tuning the Image

 Cosmetic Cleaning of the Image

Ideally, distracting instrumental effects, e.g., systematic noise, cosmic rays, CCD charge bleeds from bright stars, and seams from mosaics, will be removed as much as possible during the data reduction process. If artifacts and defects in the data are not properly removed in earlier data-processing steps, many can be removed with tools in the IP software. It is important to note that these tools should only be used to fix cosmetic defects in the image due to instrumental effects. Care must be used not to introduce artifacts or change intrinsic structure from the image. For example, sharpening filters should not be used, as they modify the source structure.

 There are several filters available that are effective at reducing noise and removing cosmic rays. Gaussian blur and median filters are useful for reducing noise, but with some reduction in the resolution of the image. Filters  designed to remove dust and scratches from scanned images can also be effective at removing cosmic rays and reducing noise.

Color Display and Reproduction of the Image

Image generation by the above steps will hopefully generate a color image that looks correct on your computer’s monitor. Unfortunately, a major difficulty with the electronic distribution and print production of digital images is that the appearance of an image can vary significantly on different output devices. For example, an image that looks properly balanced on one computer monitor may appear too dark on another, or the image may look too red when printed on a particular printer. 

 STRATEGY OF IMAGE CREATION

Definition of Color Schemes

Astronomical images often invoke questions of veracity. Historically, terms such as ‘‘natural color’’ and ‘‘true color’’ have been used to describe optical images obtained with filters that roughly match the sensitivity of the cones within the human eye. Terms such as ‘‘false color’’ and ‘‘pseudocolor’’ are often

used to describe images assembled with other methods, implying that such images are fabricated.11 However, the goal of these images is data  visualization, not a portrayal of reality as defined by human vision. Color and intensity scaling therefore serve a different role. In this paper the term ‘‘representative color’’ is used when describing images assembled from multiple data sets of different wave bands in a manner different from that for natural color. This term is used because each data set encodes properties of a physical phenomenon, and colors are assigned to properly represent it. In practice, nearly all astronomical images generated from professional data fall into this category, because the data sets are seldom obtained through only broadband optical red, green, and blue filters. And these data sets are usually scaled and projected to maximize detail in the manner described in x 2.1. A representative color scheme is said to be in ‘‘chromatic order’’ if the filters are assigned color based on the wavelength of their passbands. If the data sets are not assigned color in order of wavelength, the order is known as ‘‘composite order.’’ Examples of both are given in x 3.3.1. Here the term ‘‘pseudocolor’’ is used to refer to a distinct technique wherein a monochromatic image is converted into a color image by mapping gray levels into colors according to a previously defined color lookup table (LUT).
Choosing a Color Scheme

With the ability to assemble images from any number of data sets, each independently projected, scaled, and colorized, the parameter space available for image assembly is immense and largely unbound. However, one is not free to perform any image manipulation one chooses, as the intention is to retain scientific accuracy. Clearly, it is unacceptable to move, modify, or delete structure within the data. What other manipulations are then allowable,

and even desirable? Color and intensity scaling schemes should be used that maximize the color and intensity contrast within the object to convey the most information about the source.In particular, ‘‘visual grammar,’’ defined as the collection of elements that affect the interpretation of an image, can be used as a guide for finding a composition and color scheme that highlights aspects of the astronomical object while retaining scientific accuracy. Choosing an appropriate color scheme can be unclear. For example, when workingwith Optical data, a simple approach to color assignment has been to assign to each data set the ‘‘visible’’ color of its filter. The visible color is essentially the passband of the filter as perceived by the human eye; i.e., what one would see if one looked through the filter against a bright, white light. For this approach to work well, several filters that cover most of the visible range of lightmust be used (Wainscoat&Kormendy 1997).

However, the overall color of the image can become skewed if the colors of the filters are not balanced; e.g., an image that is created from V, R, I, and H_ data sets would contain too much red because three of the four data sets would be assigned a reddish color, resulting in a loss of color contrast  Further more, images often include data from wavelengths outside the visible regime. Thus, there is a need to define a more generalized methodology

for color selection. 

Contrast 


Description





 Example


Hue........................... The juxtaposition of saturated colors,  including black and white. These hues         Antares and _ Opha

                                   can be randomly selected.

Light-dark................. The juxtaposition of brightnesses: for example, . a dark green beside a light            IC 2944(Hubble 

                                    blue                                                                                                                             Heritage Team 2002)

Cold-warm ............... The juxtaposition of warm colors (those that contain yellow or red) with                 Trifid Nebula (Malin                                                                                                                                                                                                                                                                                                                                                          

                                    cool colors (thosethat contain blue). See x 3.2 for more on these colors.                                           1992)
Complementary ........ The juxtaposition of colors directly opposite on the color wheel. See x 3.2 for      Carina Nebula (Hubble        

                                    more about split complements and compensating tones.                                          Heritage Team 2000)
Simultaneous............ The juxtaposition of colors that are not complements in order to generate, e.g.,        Europab

             physiological color mixing or the appearance of motion along common borders between colors.

Saturation ................. A pure color surrounded by dull, less pure colors. The decrease in saturation to        SN 1987A ( Burrows et al.    
            produce a dull color can be produced by adding white, black, gray, or  complementary colors                       1994)

Extension.................. Differently sized areas of color juxtaposed to achieve balance between strong       Tarantula Nebula ( 

                                    and weak colors. Itten (1970) lists the appropriate balances for each color.           Brandl et    al. 2004)                                                                                            

Choosing colors that are evenly spaced on a color wheel improves the sampling of the color space; i.e., there will be a wider range of colors within the image. Also, for this reason it is important to assign fully saturated colors to each layer, because only fully saturated colors can combine to produce all of the colors available in the color wheel. Note that white and black

can be included as colors in the contrast of hue scheme, so any pure whites and blacks that appear in the final image will strengthen this contrast.





Printing Techniques

Printing Techniques, several different ways in which printing may be accomplished, such as lithography, letterpress, flexography, gravure, and screen printing. All of these printing techniques use simple mechanisms for rapidly applying colorants to substrates such as paper or plastic to form multiple reproductions of original images for mass distribution. 

Most presses are capable of printing multiple colours in a single pass through the press. Colour printing takes two forms: 

Spot colour printing, using custom mixed inks to reproduce specific colours. Spot colour printing is widely used in package printing, where large areas of uniform colour are common. 

Process colour printing, using four transparent inks—cyan (greenish-blue), magenta (bluish-red), yellow, and black—printed one on top of another in varying amounts. Colour photographs and other artwork can be faithfully reproduced by this method. Very occasionally the set of process colours is extended by adding other colours such as green or orange. Some high-value printing may also incorporate spot colours as well as process colour printing. 

Lithography
By far the most important and versatile printing process today is offset lithography. The underlying principles were established at the end of the 18th century by a German map inspector, Alloys Senefelder, who was experimenting with methods of producing limestone relief printing surfaces using an acid etching process. Senefelder found that a wet limestone surface would repel an oil-based printing ink, and that an image drawn on the surface with a grease pencil would repel water and attract ink. Any drawing on the stone surface could be reproduced by bringing a damp sheet of paper into contact with the freshly inked image. This cycle could be repeated several hundred times before the drawing could no longer be faithfully reproduced. 

The Offset Principle

In the early part of the 20th century, it was discovered that ink could be transferred from a printing surface to an intermediate rubber surface and then to paper. The rubber intermediate, called a blanket, can transfer ink to paper and to a wide variety of materials that cannot be printed on directly, including plastics and metals. The compressible blanket conforms to the texture of the surface to be printed, and as the lithographic plate is planographic (flat) there is no local distortion as would be caused by a relief or sub-relief printing surface. As a result, offset lithographic printing produces sharp, distortion-free printing. 

Offset Lithography Today

The function of the original stone printing surface is now served by thin aluminium plates, although other materials, such as stainless steel and plastic, can also be used. The plates are wrapped around the circumference of the printing cylinder and make direct contact with the rubber blanket cylinder. A roller train carries ink and damping solution to the plate surface. The ink is transferred first to the blanket cylinder and then to the paper. 

Lithographic plates are relatively inexpensive to manufacture, and this fact has contributed greatly to the success of the process. Aluminium plate materials have a thin surface coating of light-sensitive material, such as a photopolymer, that undergoes a solubility change when exposed to an intense source of light. Images are transferred to the surface by exposing the light-sensitive plate surface by a laser or LED. 

Relief Printing
Relief printing processes work on the same principle as a rubber stamp. Ink is applied to the raised portions of the printing surface, and is then transferred by pressure to paper or some other substrate. Two forms of relief printing—letterpress and flexography—are currently in use, distinguished by the physical characteristics of their printing surfaces and inks. Letterpress printing is accomplished using a hard metal or plastic printing surface and a highly viscous ink. Flexography employs a soft rubber or plastic printing surface and a fluid ink. 

Letterpress Printing
Letterpress, the oldest form of printing in the West, originated with the invention of movable metal type in the middle of the 15th century and was for five centuries the only viable mass printing process. In the mid-20th century, letterpress printing, despite its superiority in the clarity of impression and in the density of ink, lost its predominance to lithography, a much faster process. 

Flexographic Printing

The soft plates and highly fluid inks used in flexography make the process ideal for printing on non-porous materials such as foil laminates and polyethylene. Originally, all flexographic plates were made of moulded rubber, but photopolymer plates are now more common. Rubber plate moulds are impressions of original relief surfaces, such as type forms or engravings, and are normally used to make several duplicate rubber plates. The preparation of a printing cylinder using moulded rubber plates is a time-consuming process because many rubber plates are mounted on a single cylinder and each plate must be carefully positioned in relation to the others. 

Gravure
Gravure (also called rotogravure) is a high-volume printing process employing an ink transfer mechanism that is fundamentally different from that of relief printing. The printing surface is a polished metal cylinder covered with an array of tiny recesses, or cells (as many as 50,000 per sq in), that constitute the images to be printed. The cylinder, which can be 2.5 m (8 ft) or more in length, is partially immersed in a reservoir of solvent-based fluid ink. As the cylinder rotates, it is bathed in ink. A steel blade called a doctor blade running the entire length of the cylinder wipes the ink from the polished surface, leaving ink only in the cells. The ink is then transferred immediately to a moving web of paper forced against the cylinder under great pressure. 

Screen Printing
Originally called silk-screen printing because of its stencils made from silk, screen printing has become important in the production of a wide array of manufactured items, including product decoration (printing on items such as decorative panels, touch-sensitive switches, printed circuit boards, and so on), posters and point-of-sale materials, plastic containers, and garments. Stencils for commercial screen printing are usually produced by photomechanical means. A fine synthetic fabric or metal mesh is stretched over a rectangular frame, and a photopolymer coating is applied to the entire surface. Exposure of the photopolymer through a film positive causes it to harden in the areas not intended to print. The unexposed material is then washed away to create the open areas of the stencil that ink can pass through. In the printing machine, ink is forced through these open areas of the stencil with a rubber squeegee on to the surface to be printed. 
Electronic Printing Processes
All the processes previously discussed employ a fixed printing surface that transfers the same pattern of ink during each cycle of the press. Simple physical ink-transfer mechanisms allow these processes to operate at high speed. Because of the high cost of making a set of plates, mounting them on the press, and running the press until the printing is in register (properly aligned) and colours are correct, these processes press runs of at least 500-1,000 copies to be economically feasible. For short-run printing—especially of highly variable information—electronic processes are more economical. These processes do not use printing plates, and they can produce good reproductions with minimal waste of paper. 

Electro photographic Printing
Electro photographic printers (usually called laser printers) have a printing surface that is imaged by exposure to light. The surface is coated with a photoconductive material such as selenium or cadmium sulphide. In the printing cycle, the photoconductor is first given an overall electrostatic charge by a corona wire. The photoconductor acts as an insulator, retaining the charge of static electricity. Exposure by a laser beam causes the surface to lose its charge. The unexposed areas retain their charge, and attract oppositely charged particles of colorant called toner. The toner is then transferred to paper or plastic by a combination of electrostatic forces and pressure.

Ink-Jet Printing
An array of ink nozzles can produce images on a moving sheet or a web of paper. Simple ink-jet printers are used routinely to print variable information such as the expiry dates on food packages or address labels on direct mail pieces, and are sometimes installed on the end of a conventional printing press or finishing line. Sophisticated colour ink-jet printers are able to produce good quality reproductions that can emulate photographic prints or lithography in short runs. 
CONCLUSION
The quality of modern astronomical data, and the technologies now available to manipulate them, allow for the creation of images in a way that exceeds the traditional definition of an astronomical image. These images are important tools for scientific illustration and visualization.
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