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ABSTRACT: 

        Artificial Intelligence (AI) is the area of computer science focusing on creating machines that can engage on behaviors that humans consider intelligent. The ability to create intelligent machines has intrigued humans since ancient times and today with the advent of the computer and 50 years of research into AI programming techniques, the dream of smart machines is becoming a reality. Researchers are creating systems which can mimic human thought, understand speech, beat the best human chess player, and countless other feats never before possible. Actually, artificial intelligence can be defined in two ways

1. An attempt to make computers more intelligent

2. An attempt to understand how humans think
                         Artificial intelligence would be impossible without the work that led to the modern programmable digital computer. Calculating machines were built in antiquity and improved throughout history by many mathematicians, including, once again, philosopher Gottfried Leibniz. The first modern computers were built based on the theoretical insight of mathematicians like Alan Turing and John Von Neumann. Birth of artificial intelligence took place in 1956 at a conference, on the Dartmouth campus. This was born as an answer to the recognition that a machine that could manipulate numbers could also manipulate symbols. There are four different problems we face while dealing with systems and software. They are:

1) User interface problems

2) Turing test problems

3) Computationally complex problems

4) Rational agents

                  Artificial intelligence introduced four approaches to solve these problems. Each approach is used to solve a specific problem.

                     Artificial intelligence has applications in several fields. We can find this applicable in linguistics and games. Linguistics includes natural languages and CPAN modules. Games include techniques which are developed by artificial intelligence.                             

                          There are now in the world machines that can think that can learn and that can create. Moreover, their ability to do these things is going to increase rapidly until--in a visible future--the range of problems they can handle will be coextensive with the range to which the human mind has been applied. 

Definition:
 Usually Artificial Intelligence is defined as: 

1. An attempt to make computers "more intelligent" 

2. An attempt to understand how humans think
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 HISTORY
Artificial intelligence would be impossible without the work that led to the modern programmable digital computer.Calculating machines were built in antiquity and improved throughout history by many mathematicians, including, once again, philosopher Gottfried Leibniz. The first modern computers were the massive code breaking machines of the Second World War (ENIAC and Colossus, to name two). These could not have been built without the help and theoretical insight of mathematicians like Alan Turing and John Von Neumann.

The birth of artificial intelligence 1943-1956






The IBM 702: the machine that Arthur Samuel taught to play checkers.

The first computers cost millions of dollars, filled entire rooms and had less computing power than a modern clock or toaster. A number of researchers from many fields (mathematics, psychology, engineering and even political science) instinctively recognized that a machine that could manipulate numbers could also manipulate symbols, and that the manipulation of symbols could well be the essence of human thought. In 1956, at a conference on the Dartmouth campus, the field of artificial intelligence was born.

 Several approaches to AI

	  
	Systems that Reason 
	Systems that Act

	Human model 
	1. User Interface problems 
	2. Turing Test problems

	Neo rational 
	3. Computationally complex problems 
	4. Rational agents/bots
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Approach 1: 
       With this approach, it is not important to solve tasks correctly. It is important to solve tasks in the same way as humans. Applications of this approach include Man-Machine communication and user interfaces. 

Approach 2: 
            This approach is rare in AI, however it is the most popular, there are yearly Turing Test competitions.[image: image6.jpg]



Approach 3: 
         This logical approach concerns laws of thought. Informal tasks (usually very computationally complex) should be described using formalism. Applications include expert systems and games
Approach 4: 
        This approach describes rational agents. These act in the best way to achieve goals, based on their information about the world. The decisions should be taken even if this information is not sufficient. Applications include all kinds of bots.   
AI applications – Linguistics:

Natural languages:
Any existing human language has the following properties: pretty rich, complex and inconsistent, with a lot of rules and a lot of exceptions. In short, human languages are extremely informal, just like our whole crazy world that these languages try to describe. Constant attempts however are made to teach computers to speak and understand natural languages. 
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CPAN modules:
There are plenty of CPAN modules dealing with different linguistic problems: 

· Simulating typos 

· Is it possible to simulate typical human typos on QWERTY or other keyboard types? 

· Correcting typos, word distance 

· Given two words, what is their distance? Used in spell checkers. 

· Auto-correcting typos in Perl programs 

· Symbol::Approx::Scalar, Symbol::Approx::Sub 

· Intelligent chat and info bots 

· Chatbot::Eliza module and a lot of others 

· Semantic phrase parsing 

· Lingua::Wordnet module 

· Sonnets generated by Perl 

· Automatic poetry, haiku, Coy module 

Example problem

Smart matching of human names

Is "Mikhail Goihman" and "Michael (Migo) Goikhman" the same person? 

How about "Bill Gates" and "William Gates III"? Or "Peggy Green" and "Green Mary-Ann"? 

The problem is more complex than it sounds, because it is not quite formal. One aspect is name nicks and mutations, like: 

Peggy -> Margaret -> Martha -> Mary -> Maryanne -> Anna -> Roseanne -> Rosalyn -> Linda -> Melinda

Some aspects may be solved by a database of names and their relations, but there is certainly a place for heuristics. The problem may be even worse in other languages. 

Solving using Perl module

use Lingua::EN::MatchNames;

# 85% of certainty
if (name_eq("Leonardo Da Vinci", "Leonard d'Vinchi") >= 85) 
{


print "Match\n";

}

 AI applications - Games

Why games are important?
Games are integral attribute of human beings. They are perfect for learning and fun, develop conscious reaction and satisfy human's thirst of knowledge and curiosity. So, if computers are going to mimic people they should be able to play games. 
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Game playing is search problem:

Classical game rules are usually perfectly formalized. The optimal game play is a search of the best next state in the game space, defined by: 

· Initial state (board) 

· Expand function (build all successor states) 

· Cost function (payoff of the state) 

· Goal test (ultimate state with maximal payoff) 

Game playing is characterized by: 

· "Unpredictable" opponent: Should be able to react to all possible opponent moves. 

· Time limits: Games become boring if there is no action for too long. Opponents are unlikely to find goal, must approximate. 

Types of games:
	  
	Deterministic 
	Chance element

	Complete information 
	1. Chess, Checkers 
	2. Backgammon, monopoly

	Incomplete information 
	  
	3. Card games


Minimax algorithm:
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The perfect play for deterministic complete-information games: Choose move to position (one of the immediate tree nodes) with the highest minimax value, i.e. the best achievable payoff against the best opponent play. 
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It is possible to skip some sub trees using alpha-beta pruning algorithm. 
Minimax algorithm:
· is complete if tree is complete (chess has specific rules for this, but finite strategy can exist even in an infinitive tree) 

· is optimal against optimal opponent (again, if tree is complete) 

· depth-first exploration takes O(bm) time, or O(bm/2) with alpha-beta pruning 

· depth-first exploration takes O(bm) space 

CONCLUSION:        
        The simplest way we can summarize is to say that there are now in the world machines that can think that can learn and that can create. Moreover, their ability to do these things is going to increase rapidly until--in a visible future--the range of problems they can handle will be coextensive with the range to which the human mind has been applied. 
                Thus, AI programming techniques, the dream of smart machines is becoming a reality.
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