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DNA COMPUTING


                    --A Fledgling Technology

ABSTRACT


It's a hundred times faster than the best serial supercomputer. It's a billion times more energy efficient. It's a trillion times denser than the best storage media. It's a teaspoonful of DNA that's a computer! And Leonard Adleman invented it. Adleman, a mathematician well-known for his work in computer security and cryptography, was struck by the similarity between DNA - the basic stuff of life - and computers. Using what is essentially a four-letter alphabet, DNA stores information that is manipulated by living organisms in almost exactly the same way computers work their way through strings of 1s and 0s. So, could DNA be made to function like a computer? If the answer's yes, new ways of building entirely different kinds of computers would open up - computers so fast they could solve some of today's unsolvable problems, so small they would exist at the molecular level. Once he got the idea of using DNA to compute, Adleman had to think of a problem for it to solve. Hamilton's traveling salesman was the ticket. Could DNA find a single itinerary that would allow our airborne entrepreneur to travel efficiently through seven cities with fourteen interconnecting flights? A single gram of dried DNA, about the size of a half-inch sugar cube, can hold as much information as a trillion compact discs. Still in their infancy, DNA computers will be capable of storing billions of times more data than your personal computer. While it currently exists only in theory, it's possible that in the years to come computers based on the work of Adleman, Lipton, and others will come to replace traditional silicon-based machines. This paper provides some basic information about history, working, usefulness and what the future of DNA Computing would be. This paper tries it’s best to explore the concept of DNA computing.

INTRODUCTION

All the time, computer chip manufacturers are furiously racing to make the next microprocessor that will topple speed records. Sooner or later, though, this competition is bound to hit a wall. Microprocessors made of silicon will eventually reach their limits of speed and miniaturization. Chipmakers need a new material to produce faster computing speeds. Its unbelievable where scientists have found the new material they need to build the next generation of microprocessors. Millions of natural supercomputers exist inside living organisms, including your body. DNA (deoxyribonucleic acid) molecules, the material our genes are made of, have the potential to perform calculations many times faster than the world's most powerful human-built computers. DNA might one day be integrated into a computer chip to create a so-called biochip that will push computers even faster. DNA molecules have already been harnessed to perform complex mathematical problems. DNA computing, in the literal sense, is the use of DNA (Deoxyribose Nucleic Acid) molecules, the molecules that encode genetic information for all living things, in computers. This is accomplished in a suspended solution of DNA, where certain combinations of DNA molecules are interpreted as a particular result to a problem encoded in the original molecules present. 

DNA COMPUTING BIRTH AND TRAVELLING SALESMAN PROBLEM

DNA computers technology is still in development, and didn't even exist as a concept a decade ago. In 1994, Leonard Adleman introduced the idea of using DNA to solve complex mathematical problems. Adleman, a computer scientist at the University of Southern California, came to the conclusion that DNA had computational potential after reading the book "Molecular Biology of the Gene". In fact, DNA is very similar to a computer hard drive in how it stores permanent information about your genes. 

Adleman is often called the inventor of DNA computers. DNA is used to solve a well-known mathematical problem, called the directed Hamilton Path problem, also known as the "traveling salesman" problem. The goal of the problem is to find the shortest route between a number of cities, going through each city only once. As you add more cities to the problem, the problem becomes more difficult. Adleman chose to find the shortest route between seven cities. 

Drawing this problem out on paper, a solution could be found out faster than Adleman did using his DNA test-tube computer. Here are the steps taken in the Adleman DNA computer experiment: 

· Strands of DNA represent the seven cities. In genes, genetic coding is represented by the letters A, T, C and G. Some sequence of these four letters represented each city and possible flight path. 

· These molecules are then mixed in a test tube, with some of these DNA strands sticking together. A chain of these strands represents a possible answer. 

· Within a few seconds, all of the possible combinations of DNA strands, which represent answers, are created in the test tube. 

· Eliminating the wrong molecules through chemical reactions, which leaves behind only the flight paths that connect all seven cities. 

The success of the Adleman DNA computer proves that DNA can be used to calculate complex mathematical problems. However, this early DNA computer is far from challenging silicon-based computers in terms of speed. The Adleman DNA computer created a group of possible answers very quickly, but it took days for Adleman to narrow down the possibilities. Another drawback of his DNA computer is that it requires human assistance. The goal of the DNA computing field is to create a device that can work independent of human involvement. Nevertheless, his work is significant for a number of reasons. 

· It illustrates the possibilities of using DNA to solve a class of problems that is difficult or impossible to solve using traditional computing methods.  

· It's an example of computation at a molecular level, potentially a size limit that may never be reached by the semiconductor industry.  

· It demonstrates unique aspects of DNA as a data structure 

· It demonstrates that computing with DNA can work in a massively parallel fashion. 

Three years after Adleman's experiment, researchers at the University of Rochester developed logic gates made of DNA. Logic gates are a vital part of how your computer carries out functions that you command it to do. These gates convert binary code moving through the computer into a series of signals that the computer uses to perform operations. Currently, logic gates interpret input signals from silicon transistors, and convert those signals into an output signal that allows the computer to perform complex functions. 

The Rochester team's DNA logic gates are the first step toward creating a computer that has a structure similar to that of an electronic PC. Instead of using electrical signals to perform logical operations, these DNA logic gates rely on DNA code. They detect fragments of genetic material as input, splice together these fragments and form a single output. For instance, a genetic gate called the "And gate" links two DNA inputs by chemically binding them so they're locked in an end-to-end structure, similar to the way two Legos might be fastened by a third Lego between them. The researchers believe that these logic gates might be combined with DNA microchips to create a breakthrough in DNA computing. 

DNA computer components -- logic gates and biochips -- will take years to develop into a practical, workable DNA computer. If such a computer is ever built, scientists say that it will be more compact, accurate and efficient than conventional computers. 
DNA: A unique data structure

The data density of DNA is impressive. Just like a string of binary data is encoded with ones and zeros, a strand of DNA is encoded with four bases, represented by the letters A, T, C, and G. The bases (also known as nucleotides) are spaced every 0.35 nanometers along the DNA molecule, giving  DNA a remarkable data density of nearly 18 Mbits per inch. In two dimensions, if assumed one base per square nanometer, the data density is over one million Gbits per square inch. Comparing this to the data density of a typical high performance hard drive, which is just about 7 Gbits per square inch -- a factor of over 100,000 smaller.

Another important property of DNA is its double stranded nature. The bases A and T, and C and G, can bind together, forming base pairs. Therefore every DNA sequence has a natural complement. For example if sequence S is ATTACGTCG, its complement, S', is TAATGCAGC. Both S and S' will come together (or hybridize) to form double stranded DNA. This complementarity makes DNA a unique data structure for computation and can be exploited in many ways. Error correction is one example. Errors in DNA happen due to many factors. Occasionally, DNA enzymes simply make mistakes, cutting where they shouldn't, or inserting a T for a G. DNA can also be damaged by thermal energy and UV energy from the sun. If the error occurs in one of the strands of double stranded DNA, repair enzymes can restore the proper DNA sequence by using the complement strand as a reference. In this sense, double stranded DNA is similar to a RAID 1 array, where data is mirrored on two drives, allowing data to be recovered from the second drive if errors occur on the first. In biological systems, this facility for error correction means that the error rate can be quite low. For example, in DNA replication, there is one error for every 10^9 copied bases or in other words an error rate of 10^-9. (In comparison, hard drives have read error rates of only 10^-13 for Reed-Solomon correction).

Operations in parallel
In the cell, DNA is modified biochemically by a variety of enzymes, which are tiny protein machines that read and process DNA according to nature's design. There is a wide variety and number of these "operational" proteins, which manipulate DNA on the molecular level. For example, there are enzymes that cut DNA and enzymes that paste it back together. Other enzymes function as copiers, and others as repair units. Molecular biology, Biochemistry, and Biotechnology have developed techniques that allow humans to perform many of these cellular functions in the test tube. It's this cellular machinery, along with some synthetic chemistry, that makes up the palette of operations available for computation. Just like a CPU has a basic suite of operations like addition, bit-shifting, logical operators (AND, OR, NOT NOR), etc. that allow it to perform even the most complex calculations, DNA has cutting, copying, pasting, repairing, and many others. And note that in the test tube, enzymes do not function sequentially, working on one DNA at a time. Rather, many copies of the enzyme can work on many DNA molecules simultaneously. This is the power of DNA computing, that it can work in a massively parallel fashion.

DNA: A Successor to Silicon


Silicon microprocessors have been the heart of the computing world for more than 40 years. In that time, manufacturers have crammed more and more electronic devices onto their microprocessors. In accordance with Moore's Law, the number of electronic devices put on a microprocessor has doubled every 18 months. Moore's Law is named after Intel founder Gordon Moore, who predicted in 1965 that microprocessors would double in complexity every two years. Many have predicted that Moore's Law will soon reach its end, because of the physical speed and miniaturization limitations of silicon microprocessors. 
DNA computers have the potential to take computing to new levels, picking up where Moore's Law leaves off. There are several advantages to using DNA instead of silicon: As long as there are cellular organisms, there will always be a supply of DNA. The large supply of DNA makes it a cheap resource. Unlike the toxic materials used to make traditional microprocessors, DNA biochips can be made cleanly. DNA computers are many times smaller than today's computers. 

DNA's key advantage is that it will make computers smaller than any computer that has come before them, while at the same time holding more data. One pound of DNA has the capacity to store more information than all the electronic computers ever built; and the computing power of a teardrop-sized DNA computer, using the DNA logic gates, will be more powerful than the world's most powerful supercomputer. More than 10 trillion DNA molecules can fit into an area no larger than 1 cubic centimeter (0.06 cubic inches). With this small amount of DNA, a computer would be able to hold 10 terabytes of data, and perform 10 trillion calculations at a time. By adding more DNA, more calculations could be performed. 

Unlike conventional computers, DNA computers perform calculations parallel to other calculations. Conventional computers operate linearly, taking on tasks one at a time. It is parallel computing that allows DNA to solve complex mathematical problems in hours, whereas it might take electrical computers hundreds of years to complete them. 

The first DNA computers are unlikely to feature word processing, e-mailing and solitaire programs. Instead, their powerful computing power will be used by national governments for cracking secret codes, or by airlines wanting to map more efficient routes. Studying DNA computers may also lead us to a better understanding of a more complex computer -- the human brain. 

Will Future Computers Be Made of DNA? 
Molecular biologists are beginning to unravel the information processing tools-such as enzymes, copying tools, proofreading mechanisms and so on-that evolution has spent billions of years refining. Now taking those tools in large numbers of DNA molecules and using them as biological computer processors.        Here's how it works. Information specifying a computational problem too complex for even a supercomputer is encoded in DNA. Then various molecular-biological tools are used to process this information. In a hot-tub sized vat of DNA, at normal laboratory concentration, one might easily imagine having 1021 DNA molecules, each potentially encoding 400 bits of information. That's 100,000 billion times as much information as that can be stored in a 1-gigabyte hard disk. Each of these molecules acts, in a sense, as a separate processor in a giant multiprocessor. So, in effect, a thousand billion billion processors are available. 

Sounds exciting, but there are problems. One is that the algorithms proposed so far use really slow molecular-biological operations. Each primitive operation in the DNA computer takes hours. That's a clock rate maybe 1011 times slower than a 100MHz Pentium. That's why there is no worry about a DNA-based computer replacing your Pentium. It will never respond quickly enough on simple problems. But, it makes up for its slothfulness with pure parallel power or massive memory on some problem too big to fit or run in a silicon machine. If all goes as expected, a DNA computer will be able to do a computation that would take millions of years on the most powerful supercomputer in, say, six months. But there are other hurdles. These processes take hours when you run them with a small test tube of DNA. Scale up to the vast amounts of DNA, and they may slow down dramatically. Another hazard is hydrolysis-the DNA molecules can fracture. Over the six months if computing goes on, DNA system is gradually turning to water. 

In addition, every operation is somewhat random. Unlike Pentium's transistors-which reliably compute what they're supposed to-the components in the DNA computer are probabilistic. If a tiny sub circuit is supposed to give the answer "1," it may yield that answer 90 percent of the time and "0" the rest of the time. To make DNA computing work, there is need to figure out how to build a reliable computer out of noisy components. 

Yet another hitch concerns the model of the DNA computer as a highly parallel computer, with each DNA molecule acting as a separate process or. In a standard multiprocessor-say a Cray or a Connection-buses transmit information from one processor to the next. But the problem of transmitting information from one molecule to another in a DNA computer has yet to be solved. Current DNA algorithms compute successfully without passing any information, but this limits their flexibility. 

Finally, still looking for a giant problem for the DNA system to compute. No one has yet suggested a concrete puzzle worth solving-and a concrete algorithm for solving it using DNA-that couldn't be solved more quickly some other way. 

All these obstacles sound daunting, and any one of them may be enough to kill DNA computing. But computer scientists have all kinds of creative ideas for overcoming these problems. DNA computing is where silicon computing was the year after the transistor was invented. It doesn't do anything useful yet, but who knows what might happen if you play with it? 

DNA computing is not a here-and-now practical technology; it's a pie-in-the-sky research project. It has astounding possibilities, but it's going to take a lot of good ideas, hard work and luck to realize its potential. At a minimum, this research will shed a whole new light on the computing DNA does in living creatures. If the purpose of life is to process information stored in DNA, then in trying to perfect DNA computing, in a sense, it’s trying to create life. 

Conclusion

So will DNA ever be used to solve a traveling salesman problem with a higher number of cities than can be done with traditional computers? Well, considering that the record is whopping 13,509 cities, it certainly will not be done with the procedure described above. It took this group only three months, using three Digital AlphaServer 4100s (a total of 12 processors) and a cluster of 32 Pentium-II PCs. The solution was possible not because of brute force computing power, but because they used some very efficient branching rules. This first demonstration of DNA computing used a rather unsophisticated algorithm, but as the formalism of DNA computing becomes refined, new algorithms perhaps will one day allow DNA to overtake conventional computation and set a new record.

On the side of the "hardware", improvements in biotechnology are happening at a rate similar to the advances made in the semiconductor industry. For instance, look at sequencing; what once took a graduate student 5 years to do for a PhD thesis takes Celera just one day.  Just look at the number of advances in DNA-related technology that happened in the last five years. Today there are several companies making "DNA chips," where DNA strands are attached to a silicon substrate in large arrays (for example Affymetrix's gene chip). Production technology of MEMS is advancing rapidly, allowing for novel integrated small-scale DNA processing devices. The Human Genome Project is producing rapid innovations in sequencing technology. The future of DNA manipulation is speed, automation, and miniaturization.

DNA certainly has been the molecule of this century and most likely the next one. Considering all the attention that DNA has garnered, it isn’t too hard to imagine that one day we might have the tools and talent to produce a small-integrated desktop machine that uses DNA, or a DNA-like biopolymer, as a computing substrate along with set of designer enzymes. Perhaps it won’t be used to play Quake IV or surf the web -- things that traditional computers are good at -- but it certainly might be used in the study of logic, encryption, genetic programming and algorithms, automata, language systems, and lots of other interesting things that haven't even been invented yet.

The problems solved by DNA computers to date are rudimentary. Children could come up with the answers more quickly with a pencil and paper. But the researchers hope to someday inject tiny computers into humans to zap viruses, fix good cells gone bad and otherwise keep us healthy. They're also pursuing the idea that genetic material can self-replicate and grow into processors so powerful that they can handle problems too complex for silicon-based computers to solve. Eventually, the scientists aim to create self-sustaining computers that can be used, for instance, on deep-space voyages, to monitor and maintain the health of humans on board. 
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