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                                                                ABSTRACT

                         Economic load dispatch is the process of allocating the required load demand between the available generation in power system in naturally predominant in determining allocation of generation to each generation for various systems load levels.

                          Economic load dispatch (ELD) is an important function in power system planning and operation.ELD solutions are found by solving the conventional load flow equations while at the same minimizing fuel costs.

                         This project aims to find ELD for small systems. There have been many algorithms proposed for economic dispatch such as separable convex linear programming, Genetic algorithm and reduced gradient with linear constraints, steepest ascent Descent Gradient and efficient method etc.
                          The main aim of this project is an application of ELD to power systems using based on genetic algorithm. The developed algorithm is tested with small systems.

The model is developed by using MATLAB 7.0 package and results are shown.

                                  \

                                                  Chapter 1
                                                Introduction  

INTRODUCTION

                          For any practical systems generators are to be operated in order to meet the load, But it is not economical to run all the units available at all the time .To determine  the units of a plant that should operate for a particular load is the problem of unit commitment (UC) which is assumed to be known. Else the optimum allocation of generators at each generating station status load levels including the load sharing among committed generators is first problem of power system.

                           For determining the most efficient, low cost and reliable operation of a power system by dispatching the available electricity generations resources to supply the load on the system, we go for Economic Load Dispatch. The primary objective of Economic dispatch is to minimize the total cost of generation while honoring the operational constraints of the available generation’s resource. The operation of generation facilities to produce energy at the lowest cost to reliably serve consumers, recognizing any operational limits of generation and transmission facilities.
                       Planning and operation of power systems under existing conditions, its improvement and also future expansion requires the load flow studies, short circuit studies and stability studies. However the load flow studies are very important for planning ,control and operations of existing systems as well as planning, control and operations of existing systems as well as planning its future expansion  as the satisfactory operation of the system depends upon knowing the effects of inter connection ,new loads, new generating stations or new transmission lines etc .before they are installed.
            Load flow calculations can be made by using admittance matrix or bus impedance matrix. However, it is simpler to use the bus admittance matrix in these studies since it can be generated by inspection .There are many methods used in load flow studies. Load flow studies are the first step in solving Economic dispatch problem and optimum power flow.

          Newton Raphson method have been implemented for solving load flow studies for a twenty six bus system and that results are  utilized  as input for  Genetic Algorithm which solves Economic load dispatch problem. It linearizes the non linear objective function. It minimizes the fuel cost .For that many methods have been implemented to solve the nonlinear objective function. In this project, We presented Genetic Algorithm as one of the best method for solving. This method involves binary conversion, Sorting and many more .For that we required to know some terms involved in Genetic Algorithm 

          Genetic Algorithm has implemented in MATLAB 7.0 package and the results of the twenty six bus system are shown in this project.
                                                                  Chapter 2
                                                       Economic Load Dispatch

2.2.1Economic load dispatch:                      
                     Scarcity of energy resources, increasing power generation costs and ever growing demand for energy necessitate optimal economic dispatch in modern power systems. The main objective of economic dispatch is to reduce the total power generation cost while satisfying various equality and inequality constraints. Tradionally≤, in economic dispatch problems, the cost function for generating   units has been approximated as a quadratic function.
                   The economic load scheduling of a power systems is perhaps the most exciting branch for the power system engineering .Of course this topics not very important in the beginning when there were small power generations for each locality such as urban power systems. But now, with the continuity of supply to the consumers to the consumers under normal conditions, have forced the power system engineers to develop grid systemize. Interconnections of different generating stations located at different places .For each such systems, the optimum scheduling of the different generating plants in the system has become increasingly important.

                   A wide variety of optimization techniques have been applied to solving Economic Load Dispatch (ELD) . Some of these techniques are based on classical optimization methods, such as linear programming or quadratic programming to solve ELD problems.
                Such classical optimization methods are highly sensitive to starting points and Often converge to local optimum or diverge altogeather.Linear programming methods are fast and reliable but have a disadvantage associated with the piecewise linear cost approximation . Non linear programming methods have known problems of convergence and algorithm complexity.Newton based algorithms have difficulty with handling a large number of inequality constraints .Methods based on artificial intelligence techniques ,such as artificial neural networks ,have also been applied successful. Lately, many heuristic search techniques ,such as particle  swam optimization ,have been considered in the context of ELD problems 
                 By economic load scheduling we mean to determine the generations of different plants such that total operating cost is minimum and at the same time the total demand and the losses at any instant is met by the total generation. The operating cost of thermal plants is mainly the cost of fuel. It is given as a function of generation .This cost function is defined as a nonlinear function of plant generation’s .Normally graph is given between the heat value of fuel and power generation and knowing the cost of fuel .We can definitely determine the fuel cost as a function of generations for each thermal plant.

           This project aims to find solutions for ELD problems using Genetic Algorithm and is tested on small systems and an attempt is made to find the solution for large practical systems. 
2.2 FORMULATION OF ELD

                      The ELD problem is considered as a general minimization problem with constraints and can be written in the following form :

                  Minimize   f(x)              (1)

                Subject to:    g(x) =0       (2)

                                      h(x) ≤ 0      (3)

          f(x) is the objective function, g(x) and h(x) are respectively the set of equality and inequality constraints . x is the vector of control and state variables. The control variables are generator active and reactive power outputs, bus voltages, shunt capacitors/rectors and transformers tap setting .The state variables are CLASSIC ECONOMIC LOAD DISPATCH PROBLEM

The objective of the ELD problem is to minimize the total fuel cost at thermal plants 

                                    n



OBJ = ∑ Fi (Pi)

                                  i=1 

Subject to the constraint of equality in real power balance

                         n



 ∑ Pi – PL – PD = 0

                        i=1  
The inequality constraints of real power limits of the generation outputs are 


Pi min < Pi < Pi max

Where


Fi (Pi) is the individual generation production in terms of its real power generation 


Pi, Pi the output generation for unit i, n the number of generators in the system 


Pd the total current system load demand, and Pl the total system transmission losses.

The thermal plant can be expressed as input-output models (cost function), where the input is the fuel cost and the output the power output of each unit, in practice, the cost function could be represented by a quadratic function.

                                         Fi (Pi) = Ai * Pi2 + Bi * Pi + Ci

The incremental cost curve data are obtained by taking the derivative of the unit input-output equation resulting in the following equation for each generator:

dFi (Pi) / dPi = 2 Ai * Pi + Bi

Transmission losses are a function of the unit generations and are based on the system topology. Solving the ELD equations for a specified system requires an iterative approach since all unit generation allocations are embedded in the equation for each unit. In practice, the loss penalty factors are usually obtained using on line power flow software. This information is updated to ensure accuracy. They can also be calculated directly using the Bmn matrix loss formula.



PL = Pi Bij Pj

Where Bij are coefficients, constants for certain conditions.

voltage and angle of load buses.   

OBJECTIVE FUNCTION:

                       The objective function for the ELD reflects the costs associated with generating power in the system .The quadratic cost is model are used. The objective function for the entire power system can then be written as the sum of the quadratic cost model for each generator:
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           Where ng is the number of thermal units, Pgi is the active power generation at unit I and ai, bi and ci  are the cost coefficients of the ith generator .

  EQUALITY CONSTRAINTS:

                         The equality constraints g(x) of the ELD problem are represented by the power balance  constraint ,where the  total power  generation must cover the total power 
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demand and the power loss. This implies solving the load flow problem, which has equality constraints on active and reactive power at each bus as follows.

 Where i= 1,2,3,……. N and   [image: image7.png]


 injected active and reactive power at bus I; Pdi,Qdi: active and reactive power demand at the bus I; Vi,   : bus voltage magnitude and angle at bus I;Gij,Bij : conductance and suspectance of the (I,j)element in the admittance matrix.
INEQUALITY CONSTRAINTS:
                        The inequality constraints h(x) reflect the limits on physical devices in power system as well as the limits created to ensure security:

 Upper and lower bounds on the active and reactive generations:
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Upper and lower bounds on the tap ratio  (t)  and phase ( ) of variable  transformers:
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Upper limit on the active power flow (Pij) of line i-j:
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Where [5];
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Upper  and lower bounds on bus voltage magnitude 
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                   It can be seen that the generalized objective function F is a non linear, the number of the equality and inequality constraints increase with the size of power distribution systems. Applications of a conventional optimization technique such as  the gradient based algorithms to a large power distribution system with a very non linear objective functions and great number of constraints are not good enough to solve this problem . Because it depend on the well computing of these derivatives in large search space   
2.3 VARIOUS METHODS TO SOLVE ELD

                 There are various methods to solve ELD problem i.e. to minimize the fuel cost .Some of them are 

· Lambda Iteration method
· Gradient Search Method 

· Newton’s Method

· Dynamic  Programming Method 

· Linear  Programming Method

· Interior Point Method 

· Genetic Algorithm

 Let’s describe each of the following methods in detail .
 2.3.1   LAMBDA ITERATION METHOD:

                It gives the solution for all thermal ,dispatching problem neglecting losses .Here ,we can approach the solution to the problem by considering graphical technique for solving the problem and then into the area of  Computer algorithms.
             The lambda iteration method procedure converges rapidly for a particular type of optimization problem .The actual computational procedure is slightly more complex since it is necessary to observe the operational  limits on each of the units during the course of the computation.
   For solving the problem Newton’s Method came into existence .It is used to project  the incremental cost value to drive the error between  the computaed and desired generation to zero.

2.3.2 GRADIENT  SEARCH METHOD:

              This works on the principle that the minimum of a function can be found by a series of steps that always take us in a downward direction. From any starting point ,we may find the direction of  “ steepest  descent” by noting that the gradient of function i.e.. always  points in the direction of minimum ascent .Therefore if we, want to move in the direction of maximum descent ,we negate the gradient .Then we should go for the next point .

For example 
                X1=X0-α▼f
Where  α is a  scalar to allow us to guarantee that the process converges .

  Lambda  search technique always require that one to be able to find the power output of a generator ,given an incremental fuel cost for that generator .In the case of a quadratic function for the cost function ,this is possible .However ,it is Often the case  that the cost function is more complex .In the complex cases, we shall propose that a  more basic method of solution for the optimum be found .

  2.3.3 NEWTON’S METHOD:

                   When the system of equations making up the generation cost functions are quadratic and no generation limits are reached, the Newton’s Method will solve in single step. We may wish to go to a further step beyond the simple gradient method and try to solve economic dispatch by observing that the aim is to always drive.
                     Since this is a vector function, we can formulate the problem of finding the problem as one finding the correction that exactly drives the gradient to zero. We  know how to find this ,however ,since we use Newton’s Method .Newton’s Method for a function of more than one variable is developed .Generally  ,Newton’s  method will solve for the correction that is much closer to the minimum generation cost in one step than would gradient method.

                 For many applications, Lambda search techniques are the preferred choice but it doesn’t take the losses into account. These methods are used to solve the economic dispatch problem of small systems but not for large practical systems.

2.3.4 DYNAMIC PROGRAMMING METHOD:

             The application of digital methods to solve a wide variety of control and dynamics optimization problems in the late 1950’s led to the development of dynamic programming .These techniques are useful in solving a variety of problems and can greatly reduce   the computational effort in finding optimal trajectories or control policies.
            The theoretical  mathematical background ,based on the calculus of variations ,is somewhat difficult .The application are not ,however ,since they depend on a willingness to express the particular optimization problem in terms appropriate for a dynamic formulation.

In the scheduling of power generation systems, DP techniques have been developed for the following 

· The economic dispatch of thermal terms

· The solution of hydrothermal economic scheduling problems

· The practical solution of the unit commitment problem
          When we consider valve points in the input-output  curve, the possibility of nonconvex curves must be accounted for its extreme accuracy is desired. If nonconvex input–output curves are to be used, we cannot use an equal incremental cost methodology since there are multiples values of mw output for any given value of incremental cost.
              Under such circumstances there is a way to find optimum dispatch which uses DP. The DP solution to economic dispatch is done as an allocation problem. Here, we do not calculate a single optimum set of generator MW outputs for a specific total load specified rather we generate a set of outputs at desired points for an entire set of loads.

             One problem that is common to economic dispatch with DP is the poor control performance of the generators.

             When the economic dispatch is to be done with DP and the cost curves are nonconvex, We encounter a difficult problem whenever a small increment in load results in a new dispatch that calls for one or more generators to drop their output a great deal and others a large amount .The resulting dispatch may be at the most economic values as determined by the DP, but the control action is not acceptable and probably the ramp rates for several of the units.
        The only way to produce a dispatch that is acceptable to the control of systems as well as being the optimum economically is to add the ramp ratelimits to the economic dispatch formulation itself. This requires a short range load forecast to determine the most likely load and load ramping of the units.
2.3.5 LINEAR PROGRAMMING METHOD:

                 Linear programming is an optimization procedure that minimizes a linear objective function with variables that are also subject with linear  constraints .Because  of  this limitation ,any nonlinear functions either in the objective or in the constraints equations will have to be approximated by linear or piecewise linear function.
                   To solve an economic load dispatch problem with linear programming, we must break the total time period involved function into discrete time increments. The LP solution will then consists of a sum of linear or piecewise linear functions, each of which   is a function of one or more variables from only one time step .The constraints will be linear functions of variables from each time step .Some constraints will be made up of variables drawn from one time step whereas others will span or more time step.
                 Linear Programming method is one of the fully developed methods now in common use .Easily handles inequality constraints .Nonlinear objective functions and constraints handled by linearization .The gradient and Newton’s method of solving an OPF suffer from the difficulty in handling the inequality constraints .LP, however is very adept at handling inequality constraints, as long as the problem to be solved is such that it can be liberalized without loss of accuracy.

In the formulation of the  OPF  using  LP ,we have only the control variables in the problem  .We  don’t attempt to place  the state variables  into the LP,nor all the power flow equations .Rather constraints are set up  in the LP  that  reflect the influence of changes in the variable only . 
      In makes more time to optimize the objective function of ELD   using LP. To
      Reduce the time for solving EDP, interior point algorithm was implemented.

2.3.6 INTERIOR POINT METHOD:

              It also one of the fully developed and widely used methods for ELD .It easily handles inequality constraints. This method followed a path through the interior of the constraints directly towards the optimal solution on the constraint boundary rather than by following a series of points that were on the “constraints boundary”. This solution was much faster than conventional LPA.

            In this, no distinction is made between the control variables and the state variables; rather all the variables are considered in the x vector. The objective function will be f(x) .The constraints will be broken into equality constraints and inequality constraints.
           Recently, many advances took place in solving the ELDP. One of them is GA which solves the cost function mathematically by sorting and converting into binary form.
2.3.7GENETIC ALGORITHM:

                   The GA are part of the evolutionary algorithms family which are, computational models, inspired in the nature .GA are powerful stochastic search algorithms based on the  mechanism of natural selection and natural genetics.GA’s works with which a population  of binary string, searching many peeks in parallel .By employing   genetic operators  ,they   exchange information  between the peaks, hence  reducing the possibility of ending at a local optimum .GA’s  are more flexible than most search methods because they require only information concerning the quality of the solution produced by each parameter  set  and not like many optimization methods which require derivative information  or worse yet,complete  knowledge  of the problem structure parameters. 
                GA offer a new and powerful approach to the optimization problems made possible by the   increasing availability   of high performance computers at relatively low costs. These algorithms have recently found extensive applications in solving global optimization searching problems when the closed form optimization techniques cannot be applied. GA are parallel and global search toward the global solution because, it simultaneously, evaluates many points in the parameter space. It does not need to assume   that the search space is differentiable or continuous.
            Generic Algorithm’s are used for a number of different applications areas .An example of this  would be multidimensional optimization problems in which the character using  string  of the chromosome can be used to encode the values for the   different parameters being optimized .In power systems ,the Genetic Algorithm’s has been used to:
· Contingency analysis and security assessment of power systems 

· Economic Load Dispatch 
· Loss reduction  using power system reconfiguration 

· Power systems expansion  planning ,distribution network planning

· Power system restore planning 

By reviewing all the methods, we find Genetic Algorithm is the most accurate and reliable method to solve ELD easily as it uses simple technique in solving.

                                                             Chapter 3
                                                             GENETIC ALGORITHM
3.1 Terms involved in Genetic Algorithm 

POPULATION:

              Genetic Algorithm differing from conventional search techniques, start with an initial set of random solutions called population
CHROMOSOME:

        Each individual in the population is called a chromosome.  It represents a solution to the problem at hand. It is a string of symbols and it usually a binary bit string but not necessarily

GENERATIONS:

            Chromosomes evolve through successive iterations called generations. During each generation, the chromosome is evaluated using some measures of fitness.

OFFSPRING’S

· To create the next generation, new chromosome are formed by either 

[1]. Merging two chromosomes from current using a CROSSOVER operator 

or

[2]. Modifying a chromosome using a MUTATION operator.
· To create new generation are formed by 

[1] According to the fitness values select some of the parents and offspring 

[2] Rejecting others so as to keep the population size constant.
Recombination typically involves CROSSOVER and MUTATION to yield offspring.

There are two kinds of operations in genetic algorithms:-
1. GENETIC OPERATIONS:  
     The genetic operations mimic the process of heredity of genes to create new offspring at each generation .There is two operators present in genetic operations .They are:-

CROSSOVER:- Crossover is the main genetic operator .It operators on two chromosomes at a time and generates offspring by combing both chromosomes features .A simple way to achiever crossover would be to choose a random cut-point and generate  the offspring by combing  the segment of one parent to the left of the cut point with the segment of the other parent to the right of the cut point .

MUTATION:- Mutation is the background operator which produces spontaneous random changes in various chromosomes .A simple way to achieve mutation would be alter one or more genes .It serves the crucial role of either replacing the genes lost from the population during the selection process so that they can be tired in a new context or providing the genes that were not present  in the initial population .

CROSSOVER RATE:- It is defined as the ratio of the number of offspring’s produced in each generation to the population size. This ration  

Controls the expected number of chromosomes to undergo the crossover operation. A higher crossover rate allows exploration of more of the solution space and reduces the chances of settling for a false optimum; but if this rate is too high, it results in the wastage of a lot of computation time in exploring unpromising regions of the solution space.

MUTATION RATE:- It is defined as the percentage of the total number of genes in the population .It controls the rate at which new genes  are introduced   into the populations  for trial.  If it is low, many genes that would have been useful are never tried out; but if it is too high, there will be much random perturbation, the offspring’s will start loosing their resemblance to the parents, and the algorithm will lose the ability to learn from the history of the search.
EVOLUTION OPERATIONS:
The evolution operation mimics the process of Darwinian evolution to create population from generation to generation. This description differs from the paradigm given by Holland, Where selection is made to obtain parents for recombination. The Evolution operation includes Selector

SELECTOR:-Selection creates a new population from the old population. In selection process, strings are picked up from the present population based on their fitness values to form a new population .For this process, Roulette Wheel selection procedure is followed.
3.2Genetic Algorithm
                    Genetic Algorithm (GA) are adaptive search techniques that derive their models from the genetic process of biological organisms based on evolutionary theory. The interest on GA is rising fast, for they provide a robust and powerful adaptive search mechanism. The most important advantage of  GA is that they use only the pay off  information and hence independent of the nature of the search space such as smoothness, convexity or inimicality   are increasingly applied in solving Power  System Optimization problem in recent years. Genetic algorithm (GA’s) is parallel and global search techniques that emulate natural genetic operators. The GA is more likely to converge toward the global solution because it, simultaneously, evaluates many points in the parameter space. It does not need to assume that the search is differential or continuous.
                   A literature survey shows that GA’s have been successfully applied to solve ELD problem. However, none of these works has considered the line flow constraints, which are so important for any practical implementation of ELD. The present work solves the ELD problem with Line flow constraints through effective application of GA, considering the system transmission losses, power balance equation as the equality constraint, limits on the active power generations of the units and limits on currents in different lines as the inequality constraints. A twenty six bus system is considered for investigation and an attempt is made to investigate large system.

                ELD problem is solved based on the use of a GA load flow, and to accelerate the concepts it propose the decent method. The method  is not sensitive to the starting points and capable to determining  the global optimum solution of the OPF for range constraints and objective function .But GAOPF requires two load flow to be  performs per individual, per iteration   because all controllable variables  are included  in the fitness. In this project we develop a simple algorithm applied to the problem of optimal flow in small power distribution systems .To accelerate the processes of GAELD, the controllable are decomposed to active constraints that effects directly the cost function are included in the GA process and passive constraints which are updating using a conventional load flow program only, one time after the convergence of the GAELD. In which the search of the optimal parameters set is performed using into the account that the power losses are 2% of the power demand. The slack bus parameter would be recalculated in the load flow process to take the effect of the passive constraints.
3.3 FORMATION OF GENETIC ALGORITHM
              Intelligent systems are expected   as a new methodology for solving difficult problems in power systems .Various intelligent technologies are researched and applied to power systems area. Expert systems artificial neural networks, fuzzy logic, and evolutionary algorithms are examples of these technologies.

Evolutionary algorithms are computer based solving system which use computational models of some of the unknown mechanisms evolution as key elements in their design and implementation. A variety of evolutionary algorithms have been proposed in literature. The major one’s are 
· Genetic Algorithm,

· Evolutionary programming,

· Evolution Strategies,

· Classifier systems, and 

· Genetic programming. 

                         EA’s maintain a population of structures that evolve according to rules of selection that are referred to as search operators. That are referred to as search operators, such as recombination and mutation. Each individual in the population receives a measure of it’s fitness in the environment .Exploiting the available fitness information, reproduction focuses on high individuals .Recombination and mutation perturb  those individuals, providing general heuristics for exploration. The recombination operation is often referred to as crossover because of the way the biologists have observed strands of chromosomes crossing over during the   exchange .In nature; an important source of diversity is mutation. In an EA, a large amount of diversity is usual introduced at the start of the algorithm, by randomizing the genes in the population. Although EA’s use stochastic processes, the results are distinctly non random.
                        A GA is a search algorithm based on the mechanics of natural selection and natural genetics GA is also one of the effective methods for optimization problems and it requires a formalization and fitness definition.
                       The GA are part of the evolutionary  algorithms family ,which are computational models, inspired in the nature ,GA are powerful stochastic search algorithms based on the mechanism of natural selection and natural genetics .GA’s work with a population of binary string ,searching many peaks in parallel. By employing genetic operators, they exchange information between the peaks, hence reducing the possibility of ending at a local optimum. GA’s   are more flexible than most search methods because they require only information concerning the quality of the solution produced by each parameter set and not like many optimization methods which require derivative information, or worse yet, complete knowledge of the problem structure and parameters. 
                       GA’s are used for a number of different number of different applications areas . An example of this would be multidimensional optimization problems in which the character string of the chromosome can be used to encode the values for the different parameters being optimized .In power system; the GA’s have been used to:

· Contingency analysis; and security assessment of power systems.
· Economic Load Dispatch 

· Loss reduction using Power system reconfiguration
· Power system expansion planning, distribution network planning 

· Power system restoration planning

                 The genetic model of computation can be implemented by having arrays of bits or character to represent the chromosomes. Simple bit manipulation operations allows the implementation of crossover, mutation and other operations .Examples of the crossover are shown.
           One iteration is referred to as a generation .The first generation is a population of randomly generated individuals.

              Premature convergence is one of the major difficulties with GA and in fact with most search algorithm. It has been observed that this problem is closely tied to the problem of losing diversity in the population. One source of its occasional appearance of ‘super individuals’ which in few generations takes over the population .To avoid premature convergence ,GA  parameters should be chosen carefully.
3.4 PROCEDURE FOR GENETIC ALGORITHM

                             A simple GA is an iterative procedure, which maintains a constant size population   P of candidate solution. During each iteration step(generation) three genetic operators (reproduction, Crossover and mutation) are performing   to generate new populations(offspring’s), and the chromosomes of the new population are evaluated   via the values to the fitness which is related to the cost function. Based on these genetic operators and the evaluation, the better new population of candidate solutions is formed.
With the above description, a simple genetic algorithm is given as follows 

1. Generate randomly  a population of binary string 

2.  Calculate the fitness for each string in the population.

3. Create offspring through reproduction, crossover and mutation operation.

4. Evaluate the new string and calculate the fitness for each generation.

5. If the search goal is .achieved, or an allowable generation is attained, return the best chromosome as the solution; otherwise go to step.

The general structures of genetic algorithms is described as follows 

PROCEDURE; Genetic Algorithm

Begin 

            t← 0;
Initialize P(t);

Evaluate P(t);

While (not termination condition) do

Recombine P(t)  to yield  C(t);

Evaluate C(t)

Select P(t+1) from P(t) and c(t);

T  ← t+1;

End

End

Where P(t) and C(t)  be parents and offspring in current generation t.
3.5 ELD SOLUTION THROUGH GA

                                        GA differs from classical optimization techniques in that it works on a population of solutions and searching are on a bit string of the real parameters rather than the parameters themselves. Also GA probabilistic transition rules. Each string in the population representing a possible solution is made up of a number of substrings. The algorithm starts from an initial population generated randomly. This population undergoes three genetic operations, Selection, Crossover and Mutation to produce a new generation after duly considering the fitness of strings, which corresponds to the objective function for the concerned problem. A trial solution for the problem requires the selection of a number of populations for a generation and a number for several such generations in order to find the best fitness of strings in that trial. Several such trails are considered to evaluate the overall best objective function. The best value of the fitness of the strings is dependent on the number of population in a generation, the number of generations and the number of the trails while solving the problem through GA.
3.5.1 STRING REPRESENTATION:
                           GA works on a population of strings consisting of a generation .A string consists of sub strings, each representing a problem variable. In the present ELD problem, the problem variables correspond to the power generations of the units .Each string represents a possible solution and is made of substrings, each corresponding   to a generating unit. The length of each sub string is decided based on the maximum/minimum  limits on the power generation of the unit it represents  and the solution accuracy desired .The string length ,which depends upon the length of each substring ,is chosen based on a trade off between solution  accuracy and solution time. Longer strings may provide better may provide better accuracy ,but result in higher solution time. Coding and decoding for a sub-string is discussed later.
Let the step-size is given by ;
Step-size a =Pmax-Pmin/ ([image: image18.png]2"
1



) 

 Where n is the  length of substring in binary codes corresponding to a unit .For a typical substring with three units and each unit described in binary codes is shown.

 0 1 1 0  1         1 0 0 1 1       0 1 1 1 0 

Unit 1                  Unit 2          Unit 3

It may be seen earlier string has three substrings ,each substring corresponding to a unit .Each sub string has a five bits randomly coded in this example .In the earlier Situation ,as an example ,if for unit 1 [image: image20.png]


 =600MW        
And   [image: image22.png]


=500MW, then step size for unit 1 

α1=600-50/([image: image24.png]25 —
1



) =550/31=17.742.

[Power generation of unit 1] [Decimal equivalent of binary coded string for unit 1]+PG1Min .

=17.742 X 13+50= 280.645MW.
Thus the sub string correspondinf to unit 1 coded as 01101

Corresponds  to a random generation of 280.645MW.

3.5.2 INITIAL POPULATION:

                      Initial Population is randomly chosen considering a number of strings .Each string consists of several substrings which are binary coded randomly as explained earlier.
3.5.3GENETIC OPERATIONS:

A) Fitness Evaluation

As a first step in the determination of fitness of a solution candidate, the augmented cost is found out.

Augmented cost C*(in$/h)=Total Generation Cost C(in $/h) + KL1
 [Violation of Power Generation limit of Slack bus unit] + KL2 [sum of all line flow limits]
Where KL1and KL2 are penalty factors for the constraints violations.

In GA, we consider several generations randomly at each generation consisting of several population randomly

Following is the fitness formulation adopted:
Fitness of a cost of population member = [Maximum augmented cost of Population Member]    -    [Augmented cost of the population member under construction]

The selection of suitable scalar value for penalty factor KL1 and KL2 is critical in order to satisfy  the unit constraints at the slack bus and the Line flow constraints , respectively .The augmented cost C* has to e minimized for finding the solution by GA.

B) Selection (reproduction) with Embedded Elitism
          Selection creates a new population from the old population .In selection process, strings are picked up from the present population based on their fitness values to form a new population. For this process, Roulette Wheel selection procedure is followed .Elitism is based on a comparison of the augmented costs for the strings .The basic premise of Elitism is survival of the fittest.
The implementation is as follows:
                   For the first generation after evaluation of the augmented costs for all the string(i.e. population members) , the member with the least is identified as the Elitist copy .The Elitist copy is made a member of the population pool for crossover .The augmented costs of the Elitist copy (obtained in the first generation) is compared with the augmented costs for all the members in the second generation. If any member in the second generation has an augmented cost lower than that of the Elitist Copy on hand, then that particular member is selected as the new Elitist copy. This procedure is repeated for all the generations in a trial so as to find out the overall Elitist copy in a trial. The Elitist copy (i.e . the string having the minimum augmented cost) is identified as the best solution of this trial. This procedure is carried out for several trials and the overall Elitist copy is identified as the global minimum for these trials.
C) Crossover with Embedded Mutation
A pair of strings is randomly chosen from the population in a generation. The bits of these strings are swapped at a randomly selected crossover site .This is called single point crossover .When swapping is done at more than one point, it is called Multipoint Crossover. Based on the modes of application, Crossover   can be Head-Head, Head-Tail or Tail-Tail Crossover site, the portion to the left of the Crossover site shall be considered as the head and the portion to the right of the Crossover Site shall be considered as the tail of the string.
3.5.4 IMPLEMENTATION OF GA SOLUTION TO ELD WITH LINE FLOW CONSTRAINTS:

The various stages involved in the solution Algorithm for GA are the following:

I).   Choose the Population size, number of generations, sub-strings length                           and the number of trials.

II). Generate initially randomly coded strings as population members in the first generation.

III).  Decode the population to get power generation of the units in the strings.

IV). Execute load flow considering the unit generation’s in step.(III)except for the slack bus, in order to evaluate the system transmission losses, slack bus generation, line flows and hence any violation for the slack bus generation and violation the line flow limits.

        V).   Evaluate the fitness of population members.

  VI). Execute selection based on Reproduction considering. Roulette Wheel procedure with embedded Elitism followed by crossover with embedded .Mutation to create the new population for the next generation.

                   Steps (II) to (VI) are repeated for all the number of generations and the minimum augmented cost is noted for the first trial .This operation is carried out for the selected number of trials and the overall minimum for the augmented cost is taken as the solution point.
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                                                Flow Chart
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                                                                  Software

                   Software
Terminology

Pd=Power Demand

Psize=Population Size

Chlen=String Length

No_units=Number of units 

Itermax = Maximum Number of Iterations

Epsilion=Convergence Required

Pe=Elitism Probability

Pc=Crossover Probability

Pm= Mutation Probability

a,b,c= Constants of Fuel Cost Equation

fit=Fitness Value

P_loss=Power loss
F(i)=Fuel cost of generator.

                                                               Chapter 6
                                                               Program

              Program
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%  ECONOMIC DISPATCH USING GENETIC ALGORITHM INCLUDING LOSSES
%********************************************************************
clear;
clc;
    ifname=input('Enter input file name: ','s');
  ofname=input('Enter output file name: ','s');
  Pd=input('Enter power demand,Pd:');
  ip=fopen(ifname,'r');
   op=fopen(ofname,'w+');
%READING THE INPUT DATA FROM INPUT FILE
   psize=fscanf(ip,'%d',1);
   chlen=fscanf(ip,'%d',1);
   no_units=fscanf(ip,'%d',1);
   itermax=fscanf(ip,'%d',1);
   epsilon=fscanf(ip,'%f',1);
   Pe=fscanf(ip,'%f',1);
   Pc=fscanf(ip,'%f',1);
   Pm=fscanf(ip,'%f',1);
   temp=fscanf(ip,'%f',[3,no_units]);
   temp=temp';
% A,B,C, CONSTANTS OF QUADRATIC FUEL COST EQUATION
   a=temp(:,1);
   b=temp(:,2);
   c=temp(:,3);
   gendata=fscanf(ip,'%f',[2,no_units]);
   gendata=gendata';
% GENERATOR ACTIVE POWER LIMITS
   Pmin=gendata(:,1);
   Pmax=gendata(:,2);
   B=fscanf(ip,'%f',[no_units,no_units]);
   B=B'/100;
%PRINTING THE DATA ON OUTPUT FILE
   fprintf(op,'\n  ECONOMIC DISPATCH USING GENETIC ALGORITHM\n');
   fprintf(op,'\nTHE POPULATION SIZE= %d',psize);
   fprintf(op,'\nTHE STRING LENGTH= %d',chlen);
   fprintf(op,'\nNUMBER OF UNITS= %d',no_units);
   fprintf(op,'\nMAX.NO.OF ITERATIONS= %d',itermax);
   fprintf(op,'\nCONVERGENCE REQD.= %g',epsilon);
   fprintf(op,'\nELITISM PROBABILITY= %g',Pe);
   fprintf(op,'\nCROSSOVER PROBABILITY= %g',Pc);
   fprintf(op,'\nMUTATION PROBABILITY= %g\n',Pm);
   fprintf(op,'\n  a(i)      b(i)       c(i):\n');
   for i=1:no_units
       fprintf(op,'%f  %f  %f\n',a(i),b(i),c(i));
   end
   fprintf(op,'\n\tPmin\t\tPmax\n');
     for i=1:no_units
       fprintf(op,'\t%g\t\t   %g\n',Pmin(i),Pmax(i));
     end
    fprintf(op,'\nPOWER DEMAND:%g',Pd);
    for i=1:no_units
       alpha(i)=b(i);
       beta(i)=2.0*c(i);
    end
%calculation of lambda_min &lambda_max
    for i=1:no_units
        Lambda_min(i)=alpha(i)+beta(i)*Pmin(i);
        Lambda_max(i)=alpha(i)+beta(i)*Pmax(i);
    end
     ldmn=min(Lambda_min);
     ldmx=max(Lambda_max);
     fprintf(op,'\nMin.Lambda= %g',ldmn);
     fprintf(op,'\nMax.Lambda= %g\n',ldmx);
%assume initial values of Pi
     P=zeros(psize,no_units);
%INITIALISATION OF POPULATION
    pop=randint(psize,chlen);      
 %ITERATION STARTS
     tic;
  for iter=1:itermax
    %DECODING OF THE BINARY STRINGS
      for i=1:psize
          ld(i)=0;
           for j=1:chlen
            ld(i)=ld(i)+pop(i,j)*power(2,-j);
           end
       end
    %ACTUAL LAMBDA CALCULATION
    for i=1:psize
        ald(i)=ldmn+(ldmx-ldmn)*ld(i);
    end
    for i=1:psize
         Pt(i)=0.0;
         for u=1:no_units
              temp=0;
              for j=1:no_units
                  if j~=u
                    temp=temp+B(u,j)*P(i,j);
                  end
              end
         end
          for j=1:no_units
              Nr(j)=1-(alpha(j)/ald(i))-temp;
              Dr(j)=(beta(j)/ald(i))+(2*B(j,j));
              P(i,j)=Nr(j)/Dr(j);
              if(P(i,j)<Pmin(j))
                  P(i,j)=Pmin(j);
              end
              if(P(i,j)>Pmax(j))
                P(i,j)=Pmax(j);
              end
            Pt(i)=Pt(i)+P(i,j);
          end
          P_loss=0;
          for u=1:no_units
              for j=1:no_units
                  P_loss=P_loss+(P(i,u)*B(u,j)*P(i,j));
              end
          end
    end
      for i=1:psize
           error(i)=abs(Pt(i)-Pd-P_loss);
           ferror=error(i)/Pd;
           fit(i)=1.0/(1+50*ferror);
       end
    %SORTING(bubble sort) BASED ON FITNESS VALUE
    for i=1:psize-1
        max=fit(i);
        for j=(i+1):psize
            if max<fit(j)
                max=fit(j);
                ml=j;
            end
            if max~=fit(i)
                t=ald(i);
                ald(i)=ald(ml);
                ald(ml)=t;
                t=fit(i);
                fit(i)=fit(ml);
                fit(ml)=t;
                t=error(i);
                error(i)=error(ml);
                error(ml)=t;
                for k=1:chlen
                    t=pop(i,k);
                    pop(i,k)=pop(ml,k);
                    pop(ml,k)=t;
                end
                for k=1:no_units
                    t=P(i,k);
                    P(i,k)=P(ml,k);
                    P(ml,k)=t;
                end
            end
        end
    end
    ei=round(Pe*psize);
    if error(1)> epsilon
        if fit(1)~=fit(psize)
            for i=1:ei
                for j=1:chlen
                    child(i,j)=pop(i,j);   %//ELITISM
                end
            end
            fitsum=0.0;
            for i=(ei+1):psize
                fitsum=fitsum+fit(i);
            end
            for i=(ei+1):2:psize
                %PARENT SELECTION
                h=1;
                while(h<=2)
                    rsum=rand(1)*fitsum;
                    xsum=0;
                    j=1;
                    while(xsum<=rsum)
                        xsum=xsum+fit(j);
                        j=j+1;
                    end
                    if xsum>rsum
                        j=j-1;
                        for l=1:chlen
                            par(h,l)=pop(j,l);
                        end
                        h=h+1;
                    end
                end
               if rand(1)<Pc
                    %MASK GENERATION
                    for j=1:chlen
                        mask(j)=round(rand);
                    end
                    %NEW POPULATION  GENERATION
                    for j=1:chlen
                        if mask(j)==0
                            child(i,j)=par(1,j);
                            child(i+1,j)=par(2,j);
                        end
                        if mask(j)==1
                            child(i,j)=par(2,j);
                            child(i+1,j)=par(1,j);
                        end
                    end
               else
                    for j=1:chlen
                        child(i,j)=par(1,j);
                        child(i+1,j)=par(2,j);
                    end
               end
            end %end of ith loop
           for i=1:psize
                for j=1:chlen
                    pop(i,j)=child(i,j);
                end
            end
            %MUTATION
%             for ii=1:psize
%                  if 0.1*rand(1)<Pm
%                  y=rand(1);
%                    z=round(1+(chlen-1)*y); 
%                      for j=1:chlen
%                           if j==z
%                              if pop(ii,j)==1
%                               pop(ii,j)=0;
%                              else
%                              pop(i,j)=1;
%                              end
%                           else,end
%                      end 
%                    else,end
%               end 
    elseif fit(1)==fit(psize)   
           fprintf(op,'\nALL CHROMOSOMES HAVE EQUAL VALUE');
            fprintf('\nALL CHROMOSOMES HAVE EQUAL VALUE');
            fprintf(op,'\nPtotal= %g',Pt(1));
            fprintf(op,'\n%f\n',ald(1));
            fprintf(op,'\n%f\n',error(1));
            break;
        end
    Error(iter)=error(1);%for checking convergence
    elseif error(1)<=epsilon
        fprintf(op,'\nPROBLEM CONVERGED IN  %d ITERATIONS',iter);
        fprintf(op,'\nOptimal Lambda= %g\n',ald(1));
        %to calculate total P
        p=0;
          for j=1:no_units
            p=p+P(1,j);
          end
          for j=1:no_units
            fprintf(op,'Pgen(%d)= %g\n',j,P(1,j));
            fprintf(' %g',P(1,j));
          end
        fprintf(op,'ERROR=%g\n',error(1));
        fprintf(op,'Ptotal= %g\n',p);
          for j=1:no_units
            g(j)=P(1,j);
          end
        P_loss=g*B*g';
        fprintf(op,'\n Total Power Loss,P_loss= %g MW\n',P_loss);
        fprintf(' %g',P_loss);
        Ft=0.0;
          for j=1:no_units
            F(j)=a(j)+b(j)*P(1,j)+c(j)*P(1,j)*P(1,j);
            Ft=Ft+F(j);
          end
          for i=1:no_units
            fprintf(op,'\nFuel cost of Gen.(%d)= %g',i,F(i));
          end
        fprintf(op,'\nTotal Fuel Cost= %g\n',Ft);
        fprintf(' %g',Ft);
        break;
    end
    iter
    fprintf('%g\n',Error(iter)); 
    end %end of iter loop
runtime=toc;
if iter>itermax
    fprintf(op,'\nPROBLEM NOT CONVERGED IN ITERMAX ITERATIONS\n');
    fprintf(op,'%f\n',ald(1));
    fprintf(op,'\n%f\n',error(1));
end
fprintf(op,'\n cpu time = %g sec.',runtime);
fprintf(' %g',runtime);
fclose('all');
:

                      Input:
 80

16

6

1000

0.02

0.15

0.7

0.01

 240  7.0   0.007

 200  10    0.0095

 220  8.5   0.009

 200  11    0.009

 220  10.5  0.0080

 190  12    0.0075

 100  500

 50   200

 80   300

 50   150

 50   200

 50   120

 0.0017   0.0012    0.0007   -0.0001   -0.0005   -0.0002

 0.0012    0.0014    0.0009    0.0001   -0.0006   -0.0001

 0.0007    0.0009    0.0031    0.0000   -0.0010   -0.0006

-0.0001    0.0001    0.0000    0.0024   -0.0006   -0.0008

-0.0005   -0.0006   -0.0010   -0.0006    0.0129   -0.0002

-0.0002   -0.0001   -0.0006   -0.0008   -0.0002    0.0150

                        Output

ECONOMIC DISPATCH USING GENETIC ALGORITHM

THE POPULATION SIZE= 80

THE STRING LENGTH= 16

NUMBER OF UNITS= 6

MAX.NO.OF ITERATIONS= 1000

CONVERGENCE REQD.= 0.02

ELITISM PROBABILITY= 0.15

CROSSOVER PROBABILITY= 0.7

MUTATION PROBABILITY= 0.01

  a(i)      b(i)       c(i):

240.000000  7.000000  0.007000

200.000000  10.000000  0.009500

220.000000  8.500000  0.009000

200.000000  11.000000  0.009000

220.000000  10.500000  0.008000

190.000000  12.000000  0.007500


Pmin

Pmax


100

   500


50

   200


80

   300


50

   150


50

   200


50

   120

POWER DEMAND:678

Min.Lambda= 8.4

Max.Lambda= 14

PROBLEM CONVERGED IN  10 ITERATIONS

Optimal Lambda= 11.3677

Pgen(1)= 305.273

Pgen(2)= 72.0461

Pgen(3)= 154.602

Pgen(4)= 50

Pgen(5)= 50

Pgen(6)= 50

ERROR=0.00787279

Ptotal= 681.921

 Total Power Loss,P_loss= 3.92966 MW

Fuel cost of Gen.(1)= 3029.25

Fuel cost of Gen.(2)= 969.772

Fuel cost of Gen.(3)= 1749.24

Fuel cost of Gen.(4)= 772.5

Fuel cost of Gen.(5)= 765

Fuel cost of Gen.(6)= 808.75

Total Fuel Cost= 8094.51

 cpu time = 0.223254 sec.

                    Conclusion

                  Application of Genetic approach to Economic Load dispatch has been explored and tested .A Matlab 7.0 results show that a simple genetic algorithm can give a best result using only genetic operations such as proportionate reproduction ,simple mutation and one point cross over in binary codes. It’s recommended to indicate that in a large scale system the number of constraints are very large ,consequently the GA accomplished in a large CPU time.

                 To save an important, the constraints are to  be decomposing ,in active constraints and reactive ones. The active constraints are the parameters which enter directly in the cost function and the reactive constraints are infecting the cost function indirectly. With this approach, only the active constraints are taking in an efficient load flow by recalculate active power of the slack bus. The developed system was then tested and validated on the twenty six bus system .Solutions obtained with the developed Genetic Algorithm Economic Dispatch program has shown to be almost as fast as the solutions given by a conventional language
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