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ABSTRACT

 
A distributed database system is built on standalone mobile databases found on mobile devices. At the heart of the architecture are elected devices that take on the role of data directories which collect the schema of the databases and become the contact points for all nodes that wish to submit queries against the distributed database. The system is implemented on pocket PCs that run the Microsoft WinCE operating system and communicate using Bluetooth.

The most interesting and promising form of such environments is the mobile ad hoc network (MANET) in which a mobile host can act as a source of information, destination, or a router that transfers data toward its destination. The system consists of moving nodes that can take one of three possible roles: requesting nodes (Rns), database nodes (DBNs) and a database directory (DD). A DBN node has its own mobile database. DD stores the schemas of the DBNs in the network. RN can be a node that sends its request (query) to the DD for processing.

Keywords: Data availability, Mobile databases, Distributed database, Mobile computing,   Bluetooth

CHAPTER-1

INTRODUCTION

Now a day’s mobile applications have become more popular and a demand for database data in mobile settings has increased. The most promising form of such environments is the mobile adhoc network (MANET). In MANET a mobile host can act as a source of information, destination, or a router that transfers data towards its destination. Mobile hosts are generally small computing devices with relatively limited resources that can join or leave the network unexpectedly at any time. In addition more sophisticated mobile database management systems are being developed to offer capabilities that parallel those of enterprise level database systems.


The ultimate goal of this design and implementation is to provide a system through which mobile devices share data in disconnected settings. That is, our work targets environments in which mobile hosts collaborate in answering each other’s queries. More specifically, we develop a distributed database system on top of isolated mobile databases that exist on mobile devices that happen to be in close proximity with each other. The protocol used communication is Bluetooth which is prevalent on mobile devices due to its low cost and efficient utilization of battery power. The implementation of the system involved several issues relating to locating the data sources for the particular query among the participating mobile devices and joining the individual results by some mobile device before returning them to the client application.

CHAPTER-2
LITERATURE SURVEY

           The developed application described tackles three main areas namely, connectivity using Bluetooth communication protocol, collaboration between mobile devices and distributed databases in MANETs.

            A study of recent research trends and experimental guidelines in MANETs, which was presented by Dow et al, surveyed more than 1300 MANET related papers from 1998 to 2003. It was found that topics like routing and power management attracted most of the attention, while issues such as IP addressing, fault tolerance and collaboration were also popular among MANETs. The framework of distributed mobile database addressed here is collaborative in the sense that nodes cooperate by providing service to each other in order to answer a mobile node query. The subject provides an actual implementation of Pocket PCs that communicate using Bluetooth (BT) through the formation of piconet, where one master device can connect within up to seven active slave devices. Of concern to our work is the fact that current implementation of Bluetooth communication on mobile computing devices like Pocket PCs do not support master slave role switching and therefore scatternets. Similarly, previous works that involved BT communication were limited to piconets. For example, Altundag and Gokturk (2006) developed a scatternet formation protocol and implemented a chat room application that utilized this protocol using J2ME.
          This work involves query processing and result coalescing. Several approaches have appeared that discuss processing queries in distributed environments. The scheme presented in Kottkamp and Zukunft (1998) is one of such approaches. It aims to optimize location aware queries for mobile database systems and develop a mobility-aware cost model. The work in Kossmann (2000) presents a “textbook” architecture for query processing and discusses a series of specific techniques for distributed based database systems. It describes several methods for shipping data from one site to others, implementing joins and selection of sites for executing the elements of queries. The query processor receives an SQL query, translates and optimizes this query in several phases into executable query plan and and executes the plan in order to obtain the results.   

CHAPTER-3
DESIGN OF DISTRIBUTED MOBILE DATABASE

2.1 System Architecture 

This system provides a cooperative framework that builds a distributed database out of possibly heterogeneous databases running on mobile devices that may be roaming in the wireless network in close proximity (within transmission range) to each other. 
[image: image2.png]Subquery
Processing





Fig.1: The Architecture of Distributed Mobile Database
Fig.2: An instance of the database on the five DBN nodes
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2.2 Basic Concepts
The system consists of moving nodes that can take one of three possible roles, as depicted in Fig.1: requesting nodes (RNs), database nodes (DBNs), and a database directory (DD). A DBN node has its own mobile database and is willing to be part of the one large database. On the other hand, the DD stores the schemas of the DBNs in the network and serves the RNs through fragmenting their queries so they can be processed by the individual DBNs. An RN can be any node that sends its request (query) to the DD for processing. The latter will look up its schema to identify all the DBNs that will participate in answering the query and will fragment the query accordingly. Fig. 1 shows a general diagram that illustrates the elements of the system, in particular the DD and DBN nodes.
2.3 Data Directory Election
The task of fragmentation is independent of the location and size of the data, and thus deciding which DD to perform fragmentation does not influence the performance of the system. A DD node must meet some minimum criteria that involve expected time of staying in the network, battery life, and available memory. This translates into a score that each node must compute and update periodically. Nodes must communicate their scores to each other so that a DD is selected and becomes known to the rest of the network. The DD is the node possessing the maximum score, and preferably not a DBN (for load balancing). Hence, a node, upon joining the network, sends its computed scores through a message to all nodes that it discovers, and similarly, receives the scores of others after being discovered. The message includes, in addition to the score, a flag indicating if the node holds a database. Having the scores of all nodes in the network, a node with the highest score, announces its role as a DD to the other devices via a different message. This prompts all DBN nodes to send the schema of their databases to the new DD which will in turn use them for query fragmentation and building the query plan tree (QPT).
2.4 Coping with Dynamic Environments
Mobile devices in a mobile adhoc network may be highly mobile, and could go offline unexpectedly. With Bluetooth, departed or disconnected devices can be readily detected (discovered) by other devices. However, depending on the mobility behaviour, a device that goes out of transmission range of the other devices that it used to connect to may go back in range shortly after disconnection. Similarly, a device that becomes unavailable (appears to have been turned off) for a short period of time (e.g., due to using it by its user) may go back online soon afterwards. These scenarios suggest that the discovering device(s) wait a period ( before an action is taken, as illustrated below.

If a DD goes offline, it gets detected shortly afterwards by all devices that had it in their transmission ranges. If a period ( passes without this device (i.e., DD) coming back into range a replacement DD will announce its new role to the rest of the devices in a manner similar to how the disconnected DD was chosen. Upon learning about it, the DBNs will send it their schemas. In terms of impact on performance, the loss of a DD will possibly cause a delay experienced by the RN. Specifically, if a DD disconnects before it completely dispatches the query fragments to the participating DBNs, and does not return within the allowable time (, the overall query will be lost and the RN will have to resend the query to the new DD after it times out. On the other hand, if the DD disconnects after the generation of the QPT and sending the queries to the participating DBN nodes, the remainder of the query processing will not be affected, and as a result, the RN will not experience any resultant delay.

In case a DBN goes offline for longer than a period (, the DD will simply remove all entries in its schema table that reference the departed DBN node. This implies that if there is a query in progress that involves this DBN, it will simply be answered by the remaining participating DBN nodes, if any. For this to work effectively, the DD has to notify the rest of the participating DBNs and send them an updated QPT. This will serve to inform a DBN that was supposed to receive intermediate results from the disconnected DBN not to wait any further, and to proceed to the next step (i.e., send its output to another DBN in order to perform a join or a union, or to the RN). The DD notification will also inform a DBN that was scheduled to send its output to the disconnected DBN to send it to the designated node as specified in the updated QPT. 
2.5 Query Processing Procedure
The task of performing query processing in a distributed database environment reduces to deciding on a strategy for executing each part of the query over the network in the most cost-effective way. The process consists of the following steps: (1) query fragmentation, (2) QPT generation, and (3) result generation and joining into one set. If there are unions and/or joins involved, and after constructing the QPT. The DD will include in each query fragment sent to a participating DBN the addresses and channel information of all participating DBN nodes along with flags that specify the type of joint operation (i.e., union or join). This will imply to those DBNs that they must communicate to each other the sizes of their intermediate results in order to identify the one holding the largest dataset. That DBN will then be the receiver of intermediate results and the node to actually perform the union or the join.

The decomposition of the user query into subqueries on distributed relations is accomplished using the information in the schema of the DD that describes the distribution of the relations among the DBNs. The DD uses an algorithm that recursively breaks up the query into smaller pieces: a query is first decomposed into a sequence of subqueries each having a unique relation (monorelation) and one multirelation query. Each monorelation (Ri) and the address of the DBN that will execute it will be added to a list of subqueries. Next the multirelation query (R() is divided into a set of subqueries each having only one join condition. Once the decomposition process is completed, a QPT is built that specifies the hierarchy of subquery execution. The procedure starts by processing all monorelations, followed by performing the union operations between similar tables, and finally the joins.
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The symbol U denotes Union operation while J signifies the join.

2.6 Handling Incoming and Outgoing DBNs
Basically, it is the DD node that is responsible for detecting incoming and outgoing DBNs. When the DD Application loads, it performs a device discovery and initiates a timer that performs the discovery process every specified number of minutes to handle new corers and detect departed devices. When a new device is detected, its name and address are stored in a Network Devices list on the DD, which is designed for temporarily storing newly detected devices.

After device discovery is complete, all newly detected devices that start with the name DBN are selected from the Network Devices list. The DD then sends a Request DBN Schema message to the first DBN entry using the stored address and waits for an acknowledgement containing the name of the file that has the DBN’s schema. Once the DD receives the acknowledgement, it deletes the DBN’s entry from the database list, extracts the name of the schema file, creates a DBN Schema database, if one is not already created, and starts reading the records from the schema file on the DBN and inserting them into the DBN Schema database. This process repeats until all the DBN schemas are retrieved. After the insertion of all schema records is over, an XML file with all the available DBN schemas in the network is built. When this file is generated or modified, it gets communicated to all other nodes. 
A device may leave the network in two scenarios: (1) when the DBN Application running on the device is shut down, or (2) when the device gets out of range. In the first situation, on closing, it connects to the DD and deletes its schema file. In the second situation, the DD detects it as lost when device discovery is performed. In both cases, the DD updates its DBN Schema database and informs the remaining nodes about the existence of an updated schema file.

CHAPTER-4
CONCLUSION
In this paper, a distributed mobile database system was proposed for implementation on Bluetooth-enabled mobile devices. The architecture tells about three types of nodes i.e. requesting nodes (RNs), database nodes (DBNs), and a database directory (DD) that work together toward answering the user’s query. Following

are the advantages of the proposed technique:
· Flexibility: Mobile objects can adjust their processing capability to tailor to their needs.
· Scalability: The proposed system is able to support location based services with a large number of mobile objects and monitoring queries without burdening server with overwhelming workload.
· Reliability: The proposed system is more reliable in the sense that there is no single point of failure.
CHAPTER-5
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