Resource Allocation in OFDMA Wireless Communications Systems Supporting Multimedia Services

                               Abstract
We design a resource allocation algorithm for downlink of orthogonal frequency division multiple access (OFDMA) systems supporting real-time (RT) and best-effort (BE) services simultaneously over a time-varying wireless channel. The proposed algorithm aims at maximizing system throughput while satisfying quality of service (QoS) requirements of the RT and BE services. We take two kinds of QoS requirements into account. One is the required average transmission rate for both RT and BE services. The other is the tolerable average absolute deviation of transmission rate (AADTR) just for the RT services, which is used to control the fluctuation in transmission rates and to limit the RT packet delay to a moderate level. We formulate the optimization problem representing the resource allocation under consideration and solve it by using the dual optimization technique and the projection stochastic sub gradient method. Simulation results show that the proposed algorithm well meets the QoS requirements with the high throughput and outperforms the modified largest weighted delay first (M-LWDF) algorithm that supports similar QoS requirements.
                                         I. INTRODUCTION
SINCE orthogonal frequency division multiple access (OFDMA) systems can offer a high data rate for guaranteeing various quality of service (QoS) requirements to a Large number of users, OFDMA is regarded as one of the most promising candidates for the multiple access technique of current and future wireless multimedia communications Systems. In the OFDMA systems, radio resource is represented in both frequency and time domains and can be very flexibly allocated to the users according to their need. 

Resource allocation algorithm is essential to assure the inherent capabilities of the OFDMA system. There have been plenty of studies in this area (e.g., [1]–[6]). However, most of them do not consider various traffic classes with different QoS requirements and time-varying channel conditions  simultaneously, which generally allow the opportunistic resource allocation. Instead, they focus on maximizing the system throughput under the constraints on power and transmission rates [1], [2], or on minimizing the transmission power under the constraints on transmission rates [3]–[5]. Even though [6] proposes the opportunistic scheduling algorithm for the OFDMA system with time-varying channel, it supports only the QoS requirements for best-effort traffic and does not consider the coexistence with other traffic classes. In [7], we have suggested a packet scheduling and resource allocation algorithm for real-time and non-real-time traffic. Although this algorithm deals with various traffic classes, there is no guarantee for the optimality since it has been designed by a heuristic approach. In this paper, we propose a resource allocation algorithm based on the dual optimization technique, which Maximizes the OFDMA system throughput while satisfying the QoS requirements of both real-time (RT) and best-effort (BE) traffic over time-varying channel. In the wireless systems with time-varying channels, the resource allocation algorithm can exploit channel variation to enhance the system performance. This concept of the opportunistic

Resource allocation has been widely applied in the packet schedulers for the third generation mobile communications systems [8]–[11]. Although this strategy improves the System throughput, it can cause starvation of the user who suffers from a bad channel for a long time, which results in the excessive packet delay. For the RT users, the excessive delay can lead to severe performance degradation. In the algorithm proposed in this paper, this difficulty is overcome by the restricted exploitation of channel variation, where the restriction is given by the QoS requirements of RT and BE traffic.

We consider the video streaming service as the representative RT service since it generates massive traffic in comparison with other multimedia services. Two kinds of QoS requirements for the RT (video) service are defined in this paper. The first is The “required average transmission rate,” which is usually set to the average source data rate of the video service. The second QoS requirement is on the variation in transmission rate. With the opportunistic resource allocation, the severe fluctuation of  Available transmission rate is likely to occur frequently, which can cause the excessive RT packet delay. If the fluctuation can be limited by assigning more resources to the users suffering from starvation even though their channel conditions are bad. The probability of the excessive packet delay can be lessened. In this paper, we take the average absolute deviation of transmission rate (AADTR) as the measure for fluctuation of transmission rate and design the resource allocation algorithm to restrict AADTR to the predefined “tolerable AADTR.” For the BE services, we consider the required average transmission rate as the QoS requirement, to prevent the long starvation Of some users and the excessive delay of their packets. This policy is particularly helpful for the Internet services using the transmission control protocol (TCP), because the excessive delay for a user can cause the slow-start in the TCP congestion Control mechanism and in turn it leads to the degradation in system performance [11], [12]. To design the resource allocation algorithm, we first formulate the optimization problem which maximizes the total average transmission rate of BE traffic under the constraints on the required average transmission rates of the RT and BE services And AADTR of the RT service. Then, we solve this problem by using the dual optimization technique [13] and the projection stochastic sub gradient method [14]. We have utilized the dual optimization technique to design the packet transmission scheduler in [12], although the design concept and the structure of the scheduler are substantially different from those of the OFDMA resource allocator in this paper. It is Also noted that the dual optimization technique has been used in [10] and [15]. The algorithms in [10] and [15] can support only the QoS of non-real-time traffic (e.g., fairness, minimum expected transmission rate) for the time-division multiple access (TDMA) and the code-division multiple access (CDMA) systems, respectively. On the contrary, the proposed algorithm is designed for the OFDMA systems and is able to support the RT and BE traffic simultaneously. The rest of the paper is organized as follows. In Section II, we describe the system model. In Section III, we formulate the

Resource allocation problem and design the proposed resource allocation algorithm. Section IV presents the simulation results. Finally, the paper is concluded with Section V. 
                          II. SYSTEM MODEL 
We consider the downlink of an OFDMA system that consists of one base station (BS) 1 and users. The users are indexed by. Each user is assumed to have only one class of Traffic which is either RT or BE. A user having RT (BE) traffic is called an “RT user” (“BE user”). The numbers of RT and BE users are respectively denoted by and. Then, we have. The RT users are indexed by, and the BE users are indexed by. Time is divided into frames indexed by. Each frame contains OFDM symbols, and the duration of an OFDM symbol is denoted by. The system uses sub carriers. Sub carriers are

Indexed by. A sub carrier can be allocated to only a user at a time. We assume that the duration of a frame (i.e.,) is shorter than the channel coherence time, and therefore channel gain remains constant in a frame. We define the “channel state” to represent The combination of the channel gains of all sub carriers 1In this paper, the term “BS” stands for the central controller in various wireless networks, for example, the BS in cellular mobile networks and the access point in wireless local area networks. For all users. The channel state is indexed by, where is the set of all possible channel states. We define be the complex channel gain of the sub carrier for the user when the channel state is. The channel state changes from frame to frame. Let denote the channel state at the frame. If, the channel gain of the sub carrier for the user at the frame is equal to. It is assumed that the total available power of the BS, denoted by, is evenly distributed to all sub carriers for simplicity. Then, the energy assigned to a sub carrier in symbol duration Is. Let be defined as the achievable data rate at which the user can receive data by the sub carrier when the channel state is. If we assume that the achievable data rate is Equal to the Shannon capacity, we have 

(1) Where is the variance of a circular symmetric complex Gaussian noise.2 it is assumed that the BS can calculate the achievable data rates of all sub carriers for all users, based on The signal-to-noise ratios (SNRs) reported from users. Since the channel state changes over time, the achievable data rate also does. Let denote the achievable data rate at Which the user can receive data by the sub carrier at the frame. If, we have for all and

. It is assumed that is a stationary random process, and the probability that is. In other words, is a stationary random process and the probability that for all and is. The proposed resource allocation algorithm decides the transmission rate of each user every frame, based only on the current channel state. Let be a possible transmission rate of User when the channel state is. In this paper, we use  a bold face to represent a vector (e.g.,), and a bold face with a bar to represent a matrix (e.g.). Let denote a possible transmission rate vector. And we define as a possible transmission rate matrix. The transmission rate of user depends on which sub carriers are allocated to the user. Let be the sub carrier allocation indicator that is 1 only when the sub carrier is allocated to the User. Otherwise, is 0. Even though can be 0 or 1, we assume that can be any value satisfying for mathematical tractability. Since a sub carrier can be allocated to only a user at a time, the condition should be satisfied for all. Let be the set of all possible transmission rate vectors when the channel state is. Then is defined as

(2) When applying the proposed algorithm to the practical systems, we can rede- Fine the achievable data rate to be more appropriate to the practical modulation And coding techniques. From (2), we can deduce that is a convex, closed, and bounded set. We also define the set of all possible transmission matrixes, as 

(3) The proposed algorithm selects a transmission rate vector every frame according to the current channel state. At frame, if the channel state is (i.e.,), the algorithm select as The transmission rate vector for the frame, where should be within the set. The task of the resource allocation algorithm is to select the transmission rate vector out of the set for All channel states to maximize the system performance.

                      III. RESOURCE ALLOCATION ALGORITHM
A. QoS Requirements

The proposed resource allocation algorithm aims at maximizing the sum of the average transmission rates of BE users (thus, the total system throughput), while satisfying the QoS requirements that are the required average transmission rate and the tolerable AADTR for RT users and only the required average transmission rate for BE users. We define as the required average transmission rate for the user, and. The traffic generation rate at an RT source (i.e., the source rate) is generally modeled as a variable bit rate. The required average transmission rate for the RT user should be configured as the long-term average of the traffic generation rate or, conservatively, slightly more than That. For the BE users, it is desirable that the required average transmission rate is set to a small value that can prevent starvation, that is, the minimum transmission rate. The constraints on the average transmission rates are expressed as follows: 

(4) These constraints on transmission rates are not enough to guarantee the QoS of RT users. As mentioned before, the large-scale fluctuation in transmission rate can incur the excessive packet transmission delay. We consider the tolerable AADTR As another QoS requirement for RT services to control the fluctuation and to limit the delay to a moderate level. Let be the tolerable AADTR of user, and. Then the constraints on AADTR are as follows:

(5) The throughput of BE users and the number of useless RT packets by the excessive delay increase together as the tolerable AADTR gets higher. To maximize the throughput, the tolerable AADTR should be set to the largest as long as the number of

A useless packet is allowable. In the practical system design, the appropriate value of the tolerable AADTR can be found by the field trials and/or the computer simulation.

B. Problem Formulation

The proposed resource allocation algorithm solves the following optimization problem to maximize the sum of the throughputs of all BE users while satisfying the QoS

Requirements.

(6) Where for all. Let denote the solution to the problem (6). And we also define

. It is noted that the optimization problem (6) is convex. We introduce the dual problem of (6) since it has the more favorable structure than the primal one. Let us define,

Where for and for. Then, the Lagrangian is

(7) Where and are the Lagrange multipliers, and. In (7), where for and for the
 Others. The Lagrange dual function is

(8) The dual problem is

(9) Where is the vector of which all components are 0 and the notation is a component wise inequality, that is, when and, if and only if for all. Let denote the set of all solutions of (9), and denote one of the solutions, i.e. 
C. Transmission Rate Decision

Let us define as follows.

(10) For deriving the solutions of the primal problem and dual problem, it is needed to compute the transmission rate vector
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Such that at each frame with channel state. We define. Then, we have

. The use of this vector is twofold. First, it is used to get the solution of the dual problem. Second, it in itself is the solution of the primal problem when. The vector can be found by solving the following convex optimization problem:

(11) Where and for for. 
(12) In the optimization problem (11), for all and for all, where and

. We define. Let be the set of all optimal solutions corresponding to. Note that is the set of all optimal solutions corresponding to. The following relationship

Holds for and from the constraints in (11).

(13) We apply the dual optimization technique to solve the optimization

Problem (11). The Lagrangian is as follows.

(14) Where’s are Lagrange multipliers and. The dual function is as follows:

(15) From (12), we have if and only if for and for. Therefore, we have the following dual problem:

(16) Let be the set of the solutions of (16). Let us define

(17) Where. We have for such that and for other’s, where.

We also define as follows:

(18) The set can also be expressed as. Since the optimization problem (11) is convex and strictly feasible, the strong duality holds from Slater’s constraint qualification [13, p. 520]. Therefore, we have for, and. Hence, we have for all,
And. From (13) and (18), we can conclude that. Since we can calculate a vector in for

All, it is possible to find if we derive. Therefore, we now derive the dual optimal solution, let denote the subdifferential (i.e., the set of all subgradients)

Of at. We can calculate as follows [13, p. 604]:

(19) Where,
If
If
If
(20) For, and for.
In addition, we define as the sub differential of with respect to. Then, we have. Since

Is a convex function, we have if for all. Let be the minimum value among’s such that

. We also define. Then, we have for such that. Algorithm 1 finds such by iteratively

Updating, i.e., an estimation of at the iteration. In the beginning, the algorithm sets

To the smallest possible value for all. At each iteration, the algorithm selects each user in turn and adjusts the estimation for that user. Specifically, at the user’s turn of the iteration, the algorithm updates to. This eventually leads to the convergence of to such that, i.e.  Algorithm 1 also updates, which is the estimation of at the iteration. The

Algorithm updates every iteration and it is satisfied that. The user’s turn. In Algorithm 1, we use to represent sub carrier allocation instead of. The variable is defined

As the index of the user to which sub carrier is allocated. If, then and for all. On the

Basis of, the algorithm calculates. For to satisfy, the variable always satisfies the condition .We now explain the detailed operation of Algorithm 1. In lines 2 and 3 of Algorithm 1,’s set to be the smallest possible values. In lines 4–8, the algorithm calculates satisfying. Iterations begin at line 9. The number of iterations is denoted by. At the iteration, the algorithm selects each RT user in sequence (line 12). At the user’s turn, the algorithm increases the value of until it is satisfied that. In line 13, is the set of the sub carriers that are not allocated to the user. In line 15, among, the algorithm chooses a sub carrier that can be reallocated to the user by increasing in the smallest amount, and assigns the index of the sub carrier to. In line 17, the algorithm calculates that is the required for reallocating the sub carrier. If exceeds the highest possible value of, i.e., the algorithm sets to (lines 18 and 19). Otherwise, the algorithm increases to, reallocates the sub carrier, recalculates, and removes the sub carrier from (lines 20–25). For the user, this sub carrier reallocation procedure continues until is satisfied. If, we have. If, we have. Therefore, the sub carrier reallocation procedure stops when reaches or exceeds (line 14). If becomes empty, the algorithm stops sub carrier reallocation (line 14) and sets to (lines 28–30). In this case, we also have. On the assumption that is infinite, the following theorem states that the algorithm finds.
Theorem 1: As, converges to.
Proof: See Appendix A.

Algorithm 1: Calculating and

1 begin

2 for;
3 for;
4 for all;
5 for to do

6;
7;
8 end

9 for to do

10 for all;
11 for all;
12 for to do

13;
14 while and do

15;
16;
17;
18 if then

19;
20 else

21;
22;
23;
24;
25;
26 end

27 end

28 if and then

29;
30 end

31 end

32 end

33 end

Practically, converges very fast, therefore, a solution very close to the optimal one can be found with only a few iterations. Generally, OFDMA wireless systems use a large number (e.g., hundreds or thousands) of sub carriers, and the sub carriers have different Sirs due to frequency selective fading. In this case, we can assume that for all since the number of sub carriers such that (for sub carrier) is very small compared to the total number of sub carriers, we will assume this for the rest of the paper. Since, we have and

From this assumption. In addition, we have. Since is a continuous mapping, we can

Conclude that as. 
D. Calculation of Optimal Solutions:

In Section III-C, we have suggested Algorithm 1 which finds the solution to (11) on a frame-by-frame basis. Now, we use the projection stochastic sub gradient method [14] to find the solution to the problem (9), denoted by. We define

(21) As the estimation of at frame. The projection stochastic sub gradient method updates iteratively, and converges without loss of generality; we assume that the iteration begins

At frame 1. The initial value is such that and the iteration at frame is as follows:

(22) Where for.
Let be a random vector that satisfies when the channel state at the frame is. In (22), is defined as 
(23) Where
(24) For and

(25) For, and is the step size that satisfies the following conditions:

(26) For example, where is a positive constant? The following theorem states that the sequence has a limit in.
Theorem 2: If it is assumed that the channel state at a frame is independent of the channel states at the previous frames, has a limit in with probability 1.

Proof: See Appendix B.

We will discuss the assumption in Theorem 2 later in this section.

We assume that the optimization problem (6) is strictly feasible. That is, there exists in the relative interior of, which satisfies for and for. This assumption is trivial since it is almost the same as the feasibility condition. Since the problem (6) is convex

And we assume that it is strictly feasible, the strong duality holds from Slater’s constraint qualification. Therefore, we have for. This means that and for all since for all. We take as the estimation of the primal solution, at frame. We have. Since has a limit in with probability 1 and is a continuous mapping, we can conclude that with probability 1. Even when is not converged sufficiently, can be used as a good estimation of the optimal transmission rate vector at frame. Therefore, we adopt as the transmission rate of user at frame. 
Remark 1: The assumption in Theorem 2 is too strong since the channel state generally depends on the previous channel states. Fortunately, converges well to the dual solution

Without the assumption of the independent channel state. We will show it by the simulation in Section IV. Fig. 1. The distribution of the required number of iterations for convergence in Algorithm 1.

Remark 2: Instead of the step size satisfying (26), we will use the constant step size, where is a positive constant. If the constant step size is used, although does not converge

Precisely, the projection stochastic sub gradient method can continually adapt to the non-stationary channel condition and the varying constraints. Therefore, the constant step size is more appropriate in practical systems than that satisfying (26). We will also show by the simulation in Section IV that when the constant step size is used, nearly converges to the dual solution and the primal solution can be approximately derived.

                          IV. SIMULATION RESULTS
We conducted computer simulation to show the practical validity of the assumptions and approximations used in the previous sections and to demonstrate the performance of the

Proposed algorithm. In simulation, the frame duration is 4 ms and one frame contains

10 OFDM symbols of which the duration is 0.4 Ms. The carrier frequency is 2 GHz. There are 512 sub carriers which are spaced by 2.5 kHz. The cell is circular and its radius is 1 km. The moving speed of users is 50 km/h invariably. If a user steps over the cell boundary, it is relocated to the opposite side of the cell. We examine the stationary and non-stationary channel conditions. For the stationary channel condition, the multipath

Fading is only considered. The multipath fading process is generated by the wide sense stationary uncorrelated scattering (WSSUS) channel model [18] with the exponentially decaying power delay profile of which the average delay spread is 1. For the non-stationary channel condition, the path loss and the shadowing are also included in computation of a channel gain. The path loss is calculated as, where is the distance (in meters) between the BS and the user. The log-normal shadowing model with the zero mean and the standard deviation of 8 dB is used. We assume that the total available power of the BS is 37 dBm and the noise density (i.e.,) is 164 dBm/Hz.

The traffic generation rate of RT traffic is 512 kb/s. At each frame, an RT traffic source produces a packet with the fixed size of 256 bytes. We define as the time within which the RT packets of user should be delivered to the user after arriving. The RT packets of user are dropped at the BS when elapses after arriving. The packet drop rate which is the proportion of the dropped packets to the total generated packets is used as a performance metric for the RT users. The BE users are assumed to have an infinite backlog. Fig. 1 shows the distribution of the required number of iterations for convergence in Algorithm 1. For the simulation, we do not limit the maximum number of iterations (i.e.,), but stop

Iteration once converges to. We have run the simulation for 100,000 frames, counted the required number of iterations every frame, and drawn its distribution. The stationary channel condition is used for the simulation. There are four RT users and four BE users, of which the parameters are kb/s, kb/s, and kb/s. We can see that converges

Completely within 20 iterations at almost all frames (exactly, 95 percent of frames). Even in the frames where the complete convergence takes more than 20 iterations, converges

Very close to within 20 iterations. Thus, we will set as 20 for the rest of simulations.

Fig. 2 shows the convergence of the Lagrange multipliers in the system with two RT users and two BE users. The stationary channel condition is used to obtain the results of Fig. 2. For Fig. 2, we apply both the diminishing step size of and the constant step size of. When the WSSUS channel model is used, the channel state at a frame is dependent on the channel states at the previous frames. However, in the simulation using the diminishing step size, to realize the assumption in Theorem 2, we apply the independent channel that is made by randomly rearranging the generated channel states. Then, the simulation using the diminishing step size fully complies with the condition of the independent channel states for Theorem 2. For the simulation using the constant step size,

We use the WSSUS channel model. We set and as follows: kb/s, kb/s, kb/s,

Kb/s, kb/s, and kb/s. Fig. 3. The average transmission rate and AADTR of RT users according to_. Fig. 2 shows that around, the Lagrange multipliers for the diminishing step size respectively converge to,
, and. It is also seen that the Lagrange multipliers of the constant step size fluctuate around those of the diminishing step size. On the other hand, we have obtained

The average transmission rate and AADTR by averaging over 100 000 frames. For the diminishing step size, the average transmission rates of the users 1–4 and AADTRs of the users 1 and 2 are respectively 400, 401, 391, 700, 201, and 362 kb/s. For

The constant step size, they are 398, 398, 394, 700, 201, and 359 kb/s. considering that the QoS requirements are given as, and kb/s, we see that these are well satisfied. In addition, these results are almost the same for both step size rules. Therefore,

It can be concluded that the proposed algorithm with the constant step size performs well without the assumption of the independent channel states. We will use the constant step size, for the rest of simulations. Figs. 3–5 show the performance of the proposed algorithm under the non-stationary channel condition. The simulation time

Is 3 000 frames. There are four RT users and four BE users. The QoS requirements are as follows: kb/s, kb/s, kb/s, kb/s, and kb/s. The graphs are plotted as a function of

. Fig. 3 shows the average transmission rate and AADTR of the RT users which are averaged over the whole simulation time and all RT users. The average transmission rate is about 700 kb/s for all range of and AADTR is almost the same value as.
Fig. 4 depicts the packet drop rates of RT users, when ms, ms, ms, and ms.

This figure shows that the packet drop rate can be reduced by decreasing the value of. In this figure, we can see that the packet drop rate is a function of both and. Therefore, by

Simulations or field trials, it is possible to find the required to achieve a certain packet drop rate when is given. It can be used to decide the tolerable AADTR when an RT connection is requested.  Fig. 4. The packet drop rate of RT users according to _.

Fig. 5. The throughput of BE users according to _. Fig. 5 shows the average throughput of each of four BE users. It is noted that the required average transmission rates of these

BE users are given as kb/s, kb/s, kb/s, and kb/s. The throughput is higher for the user with higher required average transmission rate, since even when the channel condition is generally bad (e.g., when the user is far from the BS), the required average transmission

Rate is guaranteed with the proposed algorithm. On the other hand, we can see from the figure that the throughputs of BE users are lower with the smaller. This is because, as decreases, the drop rate of RT packets is reduced and the less resource is allocated to the BE users. In Figs. 6 and 7, we compare the proposed resource allocation algorithm with the modified largest weighted delay first (M-LWDF) [8] in the packet drop rate of the RT users and the throughput of the BE users. M-LWDF is chosen for the comparison

Since it supports the similar QoS requirements to the proposed algorithm. M-LWDF supports the RT and BE services simultaneously, and aims to reduce the packet drop rate of the RT users and guarantee the required average transmission rate of the BE users. Since M-LWDFis originally designed forTDMAsystems, it selects the user who is served every frame. We modify M-LWDF for OFDMA so as to select the served user for each

Sub carrier every frame as follows. Fig. 6. The packet drop rates of the proposed algorithm and M-LWDF according to the number of users. Fig. 7. The throughputs of the proposed algorithm and M-LWDF according to the number of users. M-LWDF makes the scheduling decision on the basis of the current channel states and the transmission queue states of users. In the simulation herein, M-LWDF serves the user for which

Is maximized for the sub carrier at frame, where and are set in different ways according to the class of user. For the RT user, is the head-of-the-line (HOL) packet delay of user, and, where an average of is and is calculated as if

Otherwise. 

(27) For the BE user, there is a virtual token bucket where tokens arrive at the minimum average transmission rate, and are reduced by the actual amount of data served. If the number of bits in the token bucket of the BE user is denoted by, then. The value for the BE users should be decided to balance the priorities of the RT and BE users. We set

For the BE users. For more detailed operation of M-LWDF, refer to [8].

Figs. 6 and 7 respectively plot the packet drop rate of RT users and the total throughput of BE users according to the number of users. There is the same number of the RT and BE users. For the RT packets, ms for. The simulation time is 3 000 frames. The QoS requirements for the proposed algorithm are given as kb/s for, kb/s for, and

Kb/s for. For M-LWDF, kb/s for. In Fig. 6, the packet drop rate of the proposed algorithm remains stable regardless of the number of users, whereas the packet drop rate of M-LWDF increases according to the number of users. It means that the proposed algorithm is able to provide a stable QoS that is not influenced by the varying loads.

In Fig. 7, it is seen that the proposed algorithm outperforms M-LWDF in the total throughput of BE users. This is because even if M-LWDF also exploits the channel variation, it is designed only so as to guarantee the required average transmission

rate of BE users, not to maximize the system throughput.
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features OF. net

Microsoft .NET is a set of Microsoft software technologies for rapidly building and integrating XML Web services, Microsoft Windows-based applications, and Web solutions. The .NET Framework is a language-neutral platform for writing programs that can easily and securely interoperate. There’s no language barrier with .NET: there are numerous languages available to the developer including Managed C++, C#, Visual Basic and Java Script. The .NET framework provides the foundation for components to interact seamlessly, whether locally or remotely on different platforms. It standardizes common data types and communications protocols so that components created in different languages can easily interoperate.

 “.NET” is also the collective name given to various software components built upon the .NET platform. These will be both products (Visual Studio.NET and Windows.NET Server, for instance) and services (like Passport, .NET My Services, and so on).

THE .NET FRAMEWORK

The .NET Framework has two main parts:

1. The Common Language Runtime (CLR).

2. A hierarchical set of class libraries.

The CLR is described as the “execution engine” of .NET. It provides the environment within which programs run. The most important features are
· Conversion from a low-level assembler-style language, called Intermediate Language (IL), into code native to the platform being executed on.

· Memory management, notably including garbage collection.

· Checking and enforcing security restrictions on the running code.

· Loading and executing programs, with version control and other such features.

· The following features of the .NET framework are also worth description:

Managed Code 
The code that targets .NET, and which contains certain extra

Information - “metadata” - to describe itself. Whilst both managed and unmanaged code can run in the runtime, only managed code contains the information that allows the CLR to guarantee, for instance, safe execution and interoperability.

Managed Data 

 With Managed Code comes Managed Data. CLR provides memory allocation and Deal location facilities, and garbage collection. Some .NET languages use Managed Data by default, such as C#, Visual Basic.NET and JScript.NET, whereas others, namely C++, do not. Targeting CLR can, depending on the language you’re using, impose certain constraints on the features available. As with managed and unmanaged code, one can have both managed and unmanaged data in .NET applications - data that doesn’t get garbage collected but instead is looked after by unmanaged code.

Common Type System 

 The CLR uses something called the Common Type System (CTS) to strictly enforce type-safety. This ensures that all classes are compatible with each other, by describing types in a common way. CTS define how types work within the runtime, which enables types in one language to interoperate with types in another language, including cross-language exception handling. As well as ensuring that types are only used in appropriate ways, the runtime also ensures that code doesn’t attempt to access memory that hasn’t been allocated to it.

Common Language Specification 

 The CLR provides built-in support for language interoperability. To ensure that you can develop managed code that can be fully used by developers using any programming language, a set of language features and rules for using them called the Common Language Specification (CLS) has been defined. Components that follow these rules and expose only CLS features are considered CLS-compliant.

THE CLASS LIBRARY

.NET provides a single-rooted hierarchy of classes, containing over 7000 types. The root of the namespace is called System; this contains basic types like Byte, Double, Boolean, and String, as well as Object. All objects derive from System. Object. As well as objects, there are value types. Value types can be allocated on the stack, which can provide useful flexibility. There are also efficient means of converting value types to object types if and when necessary.

The set of classes is pretty comprehensive, providing collections, file, screen, and network I/O, threading, and so on, as well as XML and database connectivity.

The class library is subdivided into a number of sets (or namespaces), each providing distinct areas of functionality, with dependencies between the namespaces kept to a minimum. 

LANGUAGES SUPPORTED BY .NET

The multi-language capability of the .NET Framework and Visual Studio .NET enables developers to use their existing programming skills to build all types of applications and XML Web services. The .NET framework supports new versions of Microsoft’s old favorites Visual Basic and C++ (as VB.NET and Managed C++), but there are also a number of new additions to the family.
Visual Basic .NET has been updated to include many new and improved language features that make it a powerful object-oriented programming language. These features include inheritance, interfaces, and overloading, among others. Visual Basic also now supports structured exception handling, custom attributes and also supports multi-threading. 
Visual Basic .NET is also CLS compliant, which means that any CLS-compliant language can use the classes, objects, and components you create in Visual Basic .NET.

Managed Extensions for C++ and attributed programming are just some of the enhancements made to the C++ language. Managed Extensions simplify the task of migrating existing C++ applications to the new .NET Framework.
C# is Microsoft’s new language. It’s a C-style language that is essentially “C++ for Rapid Application Development”. Unlike other languages, its specification is just the grammar of the language. It has no standard library of its own, and instead has been designed with the intention of using the .NET libraries as its own. 

Microsoft Visual J# .NET provides the easiest transition for Java-language developers into the world of XML Web Services and dramatically improves the interoperability of Java-language programs with existing software written in a variety of other programming languages. 

Active State has created Visual Perl and Visual Python, which enable .NET-aware applications to be built in either Perl or Python. Both products can be integrated into the Visual Studio .NET environment. Visual Perl includes support for Active State’s Perl Dev Kit.
Other languages for which .NET compilers are available include

· FORTRAN

· COBOL

· Eiffel           
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C#.NET is also compliant with CLS (Common Language Specification) and supports structured exception handling. CLS is set of rules and constructs that are supported by the CLR (Common Language Runtime). CLR is the runtime environment provided by the .NET Framework; it manages the execution of the code and also makes the development process easier by providing services.    

C#.NET is a CLS-compliant language. Any objects, classes, or components that created in C#.NET can be used in any other CLS-compliant language. In addition, we can use objects, classes, and components created in other CLS-compliant languages in C#.NET .The use of CLS ensures complete interoperability among applications, regardless of the languages used to create the application.
CONSTRUCTORS AND DESTRUCTORS:
 
   Constructors are used to initialize objects, whereas destructors are used to destroy them. In other words, destructors are used to release the resources allocated to the object. In C#.NET the sub finalize procedure is available. The sub finalize procedure is used to complete the tasks that must be performed when an object is destroyed. The sub finalize procedure is called automatically when an object is destroyed. In addition, the sub finalize procedure can be called only from the class it belongs to or from derived classes.
GARBAGE COLLECTION
  Garbage Collection is another new feature in C#.NET. The .NET Framework monitors allocated resources, such as objects and variables. In addition, the .NET Framework automatically releases memory for reuse by destroying objects that are no longer in use. 

In C#.NET, the garbage collector checks for the objects that are not currently in use by applications. When the garbage collector comes across an object that is marked for garbage collection, it releases the memory occupied by the object.
OVERLOADING
Overloading is another feature in C#. Overloading enables us to define multiple procedures with the same name, where each procedure has a different set of arguments. Besides using overloading for procedures, we can use it for constructors and properties in a class.

MULTITHREADING:

C#.NET also supports multithreading. An application that supports multithreading can handle multiple tasks simultaneously, we can use multithreading to decrease the time taken by an application to respond to user interaction. 

STRUCTURED EXCEPTION HANDLING
   

C#.NET supports structured handling, which enables us to detect and remove errors at runtime. In C#.NET, we need to use Try…Catch…Finally statements to create exception handlers. Using Try…Catch…Finally statements, we can create robust and effective exception handlers to improve the performance of our application.
THE .NET FRAMEWORK
     The .NET Framework is a new computing platform that simplifies application development in the highly distributed environment of the Internet.

     Objectives of. NET FRAMEWORK
1. To provide a consistent object-oriented programming environment whether object codes is stored and executed locally on Internet-distributed, or executed remotely.

2. To provide a code-execution environment to minimizes software deployment and guarantees safe execution of code.

3. Eliminates the performance problems.          

There are different types of application, such as Windows-based applications and Web-based applications.          

Features of SQL-SERVER

The OLAP Services feature available in SQL Server version 7.0 is now called SQL Server 2000 Analysis Services. The term OLAP Services has been replaced with the term Analysis Services. Analysis Services also includes a new data mining component. The Repository component available in SQL Server version 7.0 is now called Microsoft SQL Server 2000 Meta Data Services. References to the component now use the term Meta Data Services. The term repository is used only in reference to the repository engine within Meta Data Services

SQL-SERVER database consist of six type of objects,

They are,

1. TABLE

2. QUERY

3. FORM

4. REPORT

5. MACRO

TABLE:

          A database is a collection of data about a specific topic.

VIEWS OF TABLE:

           We can work with a table in two types,

1. Design View

2. Datasheet View

Design View

          To build or modify the structure of a table we work in the table design view. We can specify what kind of data will be hold.

Datasheet View

            To add, edit or analyses the data itself we work in tables datasheet view mode.

QUERY:
  A query is a question that has to be asked the data. Access gathers data that answers the question from one or more table. The data that make up the answer is either dynaset (if you edit it) or a snapshot(it cannot be edited).Each time we run query, we get latest information in the dynaset.Access either displays the dynaset or snapshot for us to view or perform an action on it ,such as deleting or updating.

          SYSTEM TESTING AND MAINTENANCE

Testing is vital to the success of the system. System testing makes a logical assumption that if all parts of the system are correct, the goal will be successfully achieved. In the testing process we test the actual system in an organization and gather errors from the new system operates in full efficiency as stated. System testing is the stage of implementation, which is aimed to ensuring that the system works accurately and efficiently.

 In the testing process we test the actual system in an organization and gather errors from the new system and take initiatives to correct the same. All the front-end and back-end connectivity are tested to be sure that the new system operates in full efficiency as stated. System testing is the stage of implementation, which is aimed at ensuring that the system works accurately and efficiently.

    The main objective of testing is to uncover errors from the system. For the uncovering process we have to give proper input data to the system. So we should have more conscious to give input data. It is important to give correct inputs to efficient testing.

      Testing is done for each module. After testing all the modules, the modules are integrated and testing of the final system is done with the test data, specially designed to show that the system will operate successfully in all its aspects conditions. Thus the system testing is a confirmation that all is correct and an opportunity to show the user that the system works. Inadequate testing or non-testing leads to errors that may appear few months later. 

This will create two problems

Time delay between the cause and appearance of the problem. The effect of the system errors on files and records within the system.  

The purpose of the system testing is to consider all the likely variations to which it will be suggested and push the system to its limits.

  The testing process focuses on logical intervals of the software ensuring that all the statements have been tested and on the function intervals (i.e.,) conducting tests to uncover errors and ensure that defined inputs will produce actual results that agree with the required results. Testing has to be done using the two common steps Unit testing and Integration testing. In the project system testing is made as follows:

The procedure level testing is made first. By giving improper inputs, the errors occurred are noted and eliminated. This is the final step in system life cycle. Here we implement the tested error-free system into real-life environment and make necessary changes, which runs in an online fashion. Here system maintenance is done every months or year based on company policies, and is checked for errors like runtime errors, long run errors and other maintenances like table verification and reports.


 UNIT TESTING
          Unit testing verification efforts on the smallest unit of software design, module. This is known as “Module Testing”. The modules are tested separately. This testing is carried out during programming stage itself. In these testing steps, each module is found to be working satisfactorily as regard to the expected output from the module.

 INTEGRATION TESTING

        Integration testing is a systematic technique for constructing tests to uncover error associated within the interface. In the project, all the modules are combined and then the entire programmer is tested as a whole. In the integration-testing step, all the error uncovered is corrected for the next testing steps.    

SYSTEM IMPLEMENTATION

      Implementation is the stage of the project when the theoretical design is turned out into a working system. Thus it can be considered to be the most critical stage in achieving a successful new system and in giving the user, confidence that the new system will work and be effective.

      The implementation stage involves careful planning, investigation of the existing system and it’s constraints on implementation, designing of methods to achieve changeover and evaluation of changeover methods.

        Implementation is the process of converting a new system design into operation. It is the phase that focuses on user training, site preparation and file conversion for installing a candidate system. The important factor that should be considered here is that the conversion should not disrupt the functioning of the organization.

                                V. CONCLUSION
We have suggested the resource allocation algorithm for the OFDMA system, which accommodates both RT and BE users under the time-varying channel condition. The proposed algorithm aims to maximize the system throughput while satisfying

The QoS requirements of both RT and BE users. The distinctive feature of the proposed algorithm is the restriction on AADTR, which is introduced to provide stable transmission rates to the RT users. We have formulated the optimization problem, and developed the algorithm that solves it by the dual optimization techniques.

It is shown by the simulation that the proposed algorithm meets well its design goal and outperforms M-LWDF in terms of the packet drop rate of the RT users and the throughput of the BE users. 

APPENDIX A

Proof of Theorem 1

To prove the theorem, we first prove the following Lemmas 1 and 2.

Lemma 1: For all, we have for all.
Proof: We first prove that for that satisfies. We have for all. Therefore, we have. Since is a non-decreasing function of for, we can prove that for that satisfies for the proof, we define as the value of after the user’s turn at the iteration of the algorithm. Then, we have and. We now prove that. And we prove that if. Then

The lemma can be proved. Since is the smallest possible value of, we have

And. Therefore, Suppose that. We have and for. Then, we have, therefore, Moreover, we have and for, since is a non-decreasing function. Hence, we have if.
Lemma 2:
Proof: From the proof of Lemma 1, increases as increases for all. Therefore, also increases as increases for all, and for all. Then, we have for all, and

The lemma is proved. From Lemma 1, we can learn that is a non-decreasing and

Bounded sequence. Therefore, converges to a vector as. Let be the vector that converges to. From Lemma 2, we have for all. Since we have from Lemma 1, also converges to. Since, as, and is a continuous function, we can conclude that. Therefore, and the theorem is proved. 

APPENDIX B

Proof of Theorem 2

In [14], it is proven that converges to the optimal solution by the projection stochastic sub gradient method if the following condition holds.

(28) Where is the sub differential of the function at. We have assumed that the channel state at a frame is independent of the channel states at the previous frames. Since the channel states from frame 1 to frame determine, the channel state at frame is independent of. Since is determined by and the channel state at frame from (23)–(25),

(29) Where for and for. The Lagrangian is maximized when for all. Therefore, the following holds from the theory of the dual sub gradient [13, p. 604]:

(30) From (29) and (30), we conclude that (28) holds.
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