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Figure 5.1: Number of Attackers versus Average Delay
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1. Introduction



With the advancement in radio technologies like Bluetooth, IEEE 802.11 or Hiperlan, a new concept of networking has emerged. This is known as ad hoc networking where potential mobile users arrive within the common perimeter of radio link and participate in setting up the network topology for communication. Nodes within an ad hoc network are mobile and they communicate with each other within radio range through direct wireless links or through multihop routing.



A Mobile Ad hoc NETwork or MANET is defined as a wireless network of mobile nodes communicating with each other in a multi-hop fashion without the support of any fixed infrastructure such as base stations, wireless gateways or access points. MANETs are also called infrastructureless or non-infrastructure wireless networks. The term ad hoc implies that this network is a network established for a special, often extemporaneous service customized to specific applications.

1.1 MANETs



MANETs enable wireless networking in environments where there is no wired or cellular infrastructure; or, if there is an infrastructure, it is not adequate or cost effective. The absence of a central coordinator and base stations makes operations in MANETs more complex than their counterparts in other types of wireless networks such as cellular networks or wireless local area networks (WiFi networks).



In MANETs, routing and resource management are done in a distributed manner that is, all nodes coordinate to enable communications among themselves. This requires each node to be more intelligent so that it can operate both as a network host for transmitting and receiving data, and as a network router for forwarding packets for other nodes. 
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A MANET, due to its unique infrastructureless characteristic compared to other types of wireless networks, can be very useful for many applications in which no infrastructure exists. Establishing communication among a group of soldiers in a battlefield is a good example. A fixed infrastructure in enemy territories or in hostile terrains may not be possible. In such environments, MANETs can provide the required communication. In addition, applications in this area requires a secure communication as eavesdropping or other security threats can compromise the network and threaten the safety of personnel involved in these military operations. Secure multicast may also be required. For example, the leader of a group of soldiers may want to give an order to all the soldiers, or to a set of selected personnel. Hence, routing protocols in such applications need to provide secure communication with support for multicast routing.



Another area in which MANETs can be deployed is collaborative and distributed computing. The requirement for a temporary communication network among a group of people in a conference, meeting or classroom necessitates the formation of a mobile ad hoc network. For example, consider a group of researchers who want to share their research results or presentation materials during a conference, or a lecturer distributing lecture notes to the class. In such cases, the formation of a mobile ad hoc network with the necessary support for multicast routing can serve the purpose. Although these distributed file sharing applications may not require the level of security expected in a military environment, security aspects such as data integrity and data protection against unauthorized access are still needed.



Emergency operations such as search and rescue can also earn great benefits from MANETs. In situations where the infrastructure-based communication facilities are destroyed during wars, terrorist activities or as a consequence of natural disasters such as hurricanes or earthquakes, immediate deployment of mobile ad hoc networks would be a good solution for coordinating rescue activities.
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MAODV is the multicast extension of the AODV protocol. It is an On-Demand and reactive protocol, that is it discovers the routes only when it has something to send. It is a hard state protocol, so if a member node of a multicast group wants to terminate its group membership, it must ask for it. When a mobile node wants to join a multicast group or wants to send a message but does not have a route to the group, a Route Request (RREQ) is originated. MAODV is a tree based protocol. All the nodes that are members of a multicast group together with the nodes that are not members of the group but their position are very critical for forwarding the multicast information, compose the tree structure. Every multicast group is identified by a unique address and group sequence numbers for tracing the freshness of the group situation. When a node sends a not join RREQ any node with fresh enough route (based on group sequence number) to the multicast group may respond. If the message is a join RREQ then only member nodes of the multicast group can answer. If a node wants to be member of a multicast group that does not exists, then this node is becoming the leader of that multicast group and is responsible for maintaining the multicast group. This is established through a Group Hello message. Nodes use the Group Hello information to update their request table. A node keeps not only the unicast routing table but also a multicast routing table for the group tree structure. This table contains the multicast group address, the multicast group leader address, the multicast group sequence number, hop count to the multicast group leader next hop information and the lifetime. Nodes in a tree structure are described as downstream and upstream nodes. A downstream node is a neighborhood node which is further from the group leader (more hop counts from the group leader). An upstream node is a neighborhood node which is nearer to the group leader (less hop counts from the group leader). It is obvious that a group leader has only downstream nodes. When a node leaves the multicast group, the tree structure needs pruning. When a link breaks, the most downstream node is responsible for repairing the breakage.

1.3. Motivation



In MANETs, security is one of the most important concerns because a MANET system is much more vulnerable to attacks than a wired or infrastructure-based wireless network. Designing an effective security protocol for MANETs is a very challenging task. This is mainly due to the unique characteristics of MANETs, namely shared broadcast radio channel, insecure operating environment, lack of central authority, lack of association among users, limited availability of resources, and physical vulnerability.



Security issues of MANETs in group (multicast) communications are even more challenging because of the involvement of multiple senders and multiple receivers.

Although several types of security attacks in MANETs have been studied in the literature, the focus of earlier research is only on unicast (point-to-point) applications. The impacts of security attacks on multicast in MANETs have not yet been explored.



In this mini project, a simulation-based study of the effects of different types of attacks on tree-based multicast in MANETs is presented. We consider the most common types of attacks, namely rushing attack, blackhole attack, neighbor attack and jellyfish attack. The behavior of the node in all the above attacks is that , it does not route the packets received by it properly, it is either dropping them or forwarding them late ( delayed delivery). 



Such kind of nodes that either drop the packets or Delay the delivery or forwarding are considered as Misbehaving nodes, So a maximum ratio of allowed number of dropped packets per forwarded packets is benchmarked for comparison, lets call it as MIS_MAX_ERROR.

The misbehaving nodes are calculated as:

If (the no. of dropped packets / no. of forwarded packets) >  MIS_MAX_ERROR.



In such cases, the nodes found to be misbehaving are pruned (removed ) from the route tables, to differentiate between the misbehaving and a normal node, all nodes are provided with a flag softnode and those misbehaving, their softnode flag value which is 1 by default is set to zero (0).



Also the route replies (if any) from the misbehaving node is ignored, and possibly the mac address of the misbehaving node is kept as a record. Whenever, a new host wants to join the network and sends an RREQ, its mac is first checked with the previous route entries and if not found, only then , it is added, then forward table entry is made for this new host. And also the route entry is updated.

The process of pruning a node is given below:

· If node is not a leaf, revoke member status, but continue to serve as a router for the tree.

· If leaf, unicast MACT message and set P_Flag (Prune Flag)

· A leaf node has only one next hop for the multicast group (father node)

· Father node removes information for sender node from multicast table

· If it had been made a leaf, similarly prune itself from tree (if not a member of the multicast group)

· Tree branch pruning terminates when either a multicast group member or a non-leaf node is reached.

2. Literature Survey



On the Internet there are two popular wired networks multicast schemes, namely, per-source shortest tree and shared tree. The per-source tree scheme consists of broadcasting the packet from the source to all destinations dong the source tree in a manner that avoids loops. This is accomplished by using “Reverse Path Forwarding" or RPF. In RPF, a router forwards a broadcast packet originated at a source out its other interfaces if and only if the packet is received on an interface that is on the shortest path from the router to the source. Thus, only those packets are forwarded that move on the reverse shortest path from the router to the sender. Examples of per-source tree commonly used in the Internet are DVMRP and PIM Dense Model. In the wireline environment, per-source tree multicasting has many attractive properties. For example, the shortest tree from each source to all destinations is inherent in the routing protocol. Furthermore, source tree multicast distributes the traffic evenly in the network (assuming that the source and receivers are evenly distributed). As well, it does not rely on a control point (rendezvous point). 



In mobile networks, however, the per-source tree approach for multicasting presents a problem. Suppose a source moves faster than the routing tables can track it. In this case, some of the nodes will have obsolete routing tables pointing in the 'wrong direction". Following the "reverse path forwarding'' principle, multicast packets are dropped at such nodes, and may never reach some of the receivers. One way to alleviate this problem is to increase the routing update rate with mobility. However, the periodical full broadcast in implementations like DVMRP introduces costly control overhead on the low bandwidth wireless channel and is not suitable for sparse distributed membership and scaling the network size. In the shared tree multicast scheme, each multicast group has a single tree rooted at a special router called the Rendezvous Point (RP). 



Each multicast group has its own RP, and “grows” its own shared tree. The intermediate routers in the tree are responsible for forwarding the multicast data to members. In this manner, all receivers join the multicast group by explicitly sending a JOIN message towards the RP. Senders send data to the RP, and the RP uses a single unidirectional shared tree to distribute the data to the receivers. Examples of shared-tree approaches are CBT and PIM Sparse Mode. The shared tree is less sensitive to source mobility and can in part overcome the fast moving source problem. Basically, a fast source will send in packet to the RP in unicast mode. Packets are correctly delivered to the RP on shortest paths, irrespective of the speed of the source. The RP will then multicast the packet on the shared tree to the intended destinations. This works as long as the shared tree is stable and the RP itself is not fast moving. IF ALL the nodes are moving fast (relative to the routing table updates), the shared tree solution fails. The shared tree also has some drawbacks with respect to the per-source scheme. First, traffic is concentrated on the backbone, rather than evenly distributed across the network and paths are often non optimal. This leads to lower throughput efficiency. Secondly, as the entire network moves and the membership changes dynamically, the RP may not be in the center aggravating the non-optimality of the paths.[19]



In his paper, Haong Lan et al. [30] has described mesh based routing protocol, that is ODMRP, where he has described the various attacks to which MANETs are prone to , namely, the rushing attack, blackhole attack, neighbor attack and jelly fish attack and how they occur. Rushing attack occurs when a  rushing attacker exploits the duplicate suppression mechanism by quickly forwarding route discovery packets in order to gain access to the forwarding group. In Blackhole attack, the attacker enters the network and drops the packets without forwarding them to next node. In neighbor attack, the attacker node do not add his IP Header to the network packet because of which, the neighbors of this node assume themselves to be mutual neighbors, this leads to high errors.In jelly fish attack, the attacker captures packets and forwards them at a delayed time. This too leads to many errors.



The other issues that the author describes is that of the various metrics of a multicast session like: Packet Delivery Ratio, Throughput, End-to-End delay, Delay jitter and so on.It is also evident from this paper that MAODV is demand driven and uses some form of duplicate suppression in its operation and is vulnerable to rushing attacks.

[8] describes an enhancement into MAODV where the author has tried to put only one argument forward that there are many control packets and in most cases within very less time, the control packets exceed the data packets. The author has given his implementation and simulation results of NS2 and has given a comparison between original MAODV and his enhanced E-MAODV , on the basis of CO(control overhead) , TO (total overhead) and number of senders and receivers.

[6] gave a new algorithm and compared it with MAODV on various parameters, the author made clear that gateway loading is not considered in existing MAODV, he has suggested a new algorithm based on existing algorithms and it overcomes many of the drawbacks of MAODV.

[7] has shown that how far MAODV is better than other algorithms, at low speeds, MAODV achieves 95% packet delivery, but at high speeds, it decreases to just 50% and in extreme cases even 5% success becomes doubtful.

In [28] , the author has clearly explained various characteristics of MANETs, applications of MANETs, MAODV-its scope and advantages and disadvantages. Some issues pertaining to security like latency are also discussed briefly.

3. METHODOLOGY OF SOLUTION



Both the original MAODV and the one with my additional lines of code are simulated on the NS-2, this simulated are compared to appear the enhancement that add to MAODV code. The NS-2 was written using C++ language and it uses the Object Oriented Tool Command Language (OTCL). It came as an extension of Tool Command Language (TCL). It is a language with a very simple syntax. OTCL works as the NS commands and the structure of its interface. The NS came in two main versions and some subversion between them. NS-1 and NS-2 are the main versions and there are NS (2.33 and 2.34) and others as subversions. In this paper, the NS-2.33 version is used because it contains the last MAODV protocol code. The NS is strong software, and it is widely used in network research because it supports many types of simulations. These types include transmission control protocol (TCP), multicast protocols over wired and wireless networks, and the routing protocols.

3.1 Why Simulation?



Research using real environment like Internet is not feasible because network research is disruptive to the network infrastructure and Internet is now a big commercial element. Test beds have been the crucial proving grounds in which new networking research ideas could be tested, stressed, observed, reformulated, and ultimately proven before making their way into operational systems. All the existing protocols used by Internet, ATM and other networks are the result of test beds. Today’s Internet protocols trace their roots to the Advanced Research Projects Agency (ARPA) network test bed in which they and their ancestors were first developed, experimented with, and later deployed. 



From the Indian perspective, simulation is a practical choice to do research. Computer simulation is flexible and a survey conducted on IEEE/ACM transactions reveals that over 51% of all publications on networks performance reported results are obtained by means of simulation. In order to study a system using simulation, we first abstract from the system those features that are significant in determining its performance. This abstraction is called the system model. This is very important phase of any simulation study and if not done properly may lead to results which are not true. Next, we implement the model by writing a computer program whose execution mimics the behaviour of the model. Data collected during the simulation program's execution are used to compute estimates of the performance of the original system. 

A fully realistic simulation ought to be able to reproduce the results of laboratory experiments or the experiments in test beds. The detail simulation of any protocol is essential but when exploring a new area where many issues are unclear, the need to quickly explore a variety of alternatives can be more important and this is true particularly in computer networks field. 

The major problem with simulators is, they provide virtual environment and some results may not be valid in real environment but they allow the user to verify the protocols in diverse, virtually created environments. They are also needed to explore proposals in environments that have not yet been realized in the Internet, but that might be in the future. Moreover, Multi protocol network simulators provide a rich opportunity for efficient experimentation. Using standard common simulators by network researchers can yield substantial benefits, including: 

· Improved validation of the behaviour of existing protocols 

· A rich infrastructure for developing new protocols

· The opportunity to study large scale protocol interaction in a controlled environment 

· Easier comparison of results across research efforts

3.2 Why NS2?



Simulation evaluates network protocols under varying network conditions. Studying protocols both individually and interactively under varied conditions is critical to understanding their behaviour and characteristics. Network Simulator (NS2) and related software provide several practical innovations  that broaden the conditions under which researchers can evaluate protocols. They are as follows: 

· Abstraction:  Varying simulation granularity allows a single simulator to accommodate both detailed and high-level simulations. Researchers study networking protocols at many levels, ranging from the detail of an individual protocol to the aggregation of multiple data flows and the interaction of multiple protocols. The abstraction mechanisms in NS2 allow researchers to examine protocols without changing simulators and to validate abstractions by comparing detailed and abstract results.

· Emulation: Most simulation experiments are confined to a single simulated world that employs only the protocols and algorithms in the simulator. In contrast, emulation allows a running simulator to interact with operational network nodes. 

· Scenario generation: Testing protocols under appropriate network conditions is critical to achieving valid, useful results. Automatic creation of complex traffic patterns, topologies, and dynamic events (link failures) can help generate such scenarios.

· Visualization: Researchers need tools that help them understand the complex behaviour in network simulation. Merely providing tables of performance numbers does not adequately describe a network’s behaviour. Visualization using the Network Animation tool (NAM) provides a dynamic representation that allows researchers to develop better protocol intuition and aids in protocol debugging.


· Extensibility: The simulator must be easy to extend if its users are to add new functionality, explore a range of scenarios, and study new protocols. NS2 employs a split programming model designed to make scripts easy to write and new protocols efficient to run.


NS2 is an object oriented simulator, written in C++, with an Object Tool Command Language (OTCL) interpreter as a front end . The simulator supports a class hierarchy in C++ (also called the compiled hierarchy), and a similar class hierarchy within the OTCL interpreter (also called the interpreted hierarchy). The two hierarchies are closely related to each other; and there is one-to-one correspondence between a class in the interpreted hierarchy and one in the compiled hierarchy. Users create new simulator objects through the interpreter; these objects are instantiated within the interpreter, and are closely mirrored by a corresponding object in the compiled hierarchy.

NS2 uses two languages because simulator has two different kinds of things it needs to do. On one hand, detailed simulation of protocols require a systems programming language which can efficiently manipulate bytes, packet headers, and implement algorithms that run over large data sets. For these tasks run-time speed is important and turn-around time (run simulation, find bug, fix bug, recompile, re-run) is less important. On the other hand, a large part of network research involves slightly varying parameters or configurations, or quickly exploring a number of scenarios. In these cases, iteration time (change the model and re-run) is more important. Since configuration runs once (at the beginning of the simulation), run-time of this part of the task is less important. NS2 meets both of these needs with two languages C++ and OTCL. C++ is fast to run but slower to change, making it suitable for detailed protocol implementation. OTCL runs much slower but can be changed very quickly (and interactively), making it ideal for simulation configuration. NS2 provides glue to make objects and variables appear on both languages. 

3.3 Softwarte and Hardware Requirements


4. Simulation Environment

The simulation environment is:

1) Area : 500 X 500 meters

2) Number of nodes : 50

3) Simulation Duration : 200 seconds

4) Number of Repititions : 7

5) Physical / MAC Layer : IEEE 802.11 at 2Mbps, 250 m transmission range

6) Mobility model : random waypoint model with varying speeds and pause times

7) Traffic type : CBR / TCP

8) Packet Size : 512 bytes

9) Only multicast traffic exists in the simulation.

10)  Each sender sends 2 multicast data packets per second and each reciever is a multicast group member.


5. Simulation Results

The simulation thus was done with the above parameters and the results were obtained in the form of nam file and trace file. The trace file was then analyse to obtain various quantities like packet delivery ratio, end-to-end delay, latency, and so on.

5.1. The results are

1. First Multicast group


2 senders : nodes 0 and 1


recievers : nodes 20 through 49


Number of Recievers: 10


Number of sent out packets : 1170


Number of received packets is: 11045


Ratio is : 0.944017094017094


Latency is : 0.058669876302399

2. Second Multicast group


1 sender : nodes 0 


recievers : nodes 40 through 49


Number of Recievers: 10


Number of sent out packets : 1170


Number of received packets is: 10810


Ratio is : 0.923931623931624


Latency is : 0.08100409491635526



5.2 The results in the form of graphs








               The simulations clearly reveal that the security is a function of number of

 attackers, not only that, it also shows that more the number of attackers – less is the

 security of the network. Security lies with the network packets both control packets and

 data packets to be delivered accurately – accuracy both in terms of time and precise

 delivery of the packet. More packet delivery ratio accounts for more secure routing.

Delay is a result of non-accurate time deliveries. The first graph in fig.5.1 shows the

 relation between average delay and the number of attackers. The trend is that as the

 number of attackers( which has been considered as the number of misbehaving nodes that

 are either involved in dropped packets or delayed packets) increases, the delay also

 increases. But after a certain level, as the number of attackers increases, the average delay

 shows a decreasing trend – this may further leads to conclude that beyond certain level,

 the more attackers leads to less delay as the packets are dropped rather than being

 forwarded with delays. Same is the trend with Packet delivery ratio which is shown in

 fig.5.2.

               The rest of the graphs show the packet delivery ratio trend in varying

 speeds in different scenarios in both TCP and UDP traffic at different number of senders.

 The comparison is to show that MAODV with multicasting senders shows a first

 increasing and then decreasing trend. More the number of multicast recievers may turn

 out to be more insecure. Lesser senders at a given point of time will be a more secure

idea for multicasting.

7. Conclusion and Future Work



The performance of a multicast session in a MANET under attack depends heavily on many factors such as the number of multicast senders, the number of multicast receivers, the number of attackers as well as their positions. Our simulation results confirm an intuitive claim: the more attackers there are in the network, the more damaging they inflict on a multicast session in terms of packet delivery ratio.

Hence its better to remove such nodes from the network altogether.

It is thus made that we arrived at the following conclusions regarding various attacks. 

1. Attackers have a higher chance of gaining access to the forwarding group when the

    number of multicast senders is small and/or the number of multicast receivers is

    large.

2. To maximize their collective success rate, the attackers should gather themselves in a    

    group and stay near the receivers or around the mesh center. 

3. Attackers located close to the receivers have the highest success rates.

                 However when the number of attackers is small compared to the number of multicast receivers, they should stay near or next to the group leader to increase their chances of being selected into the forwarding group.

The future work includes repeating all the experiments using larger networks (e.g., 100 and 200 nodes) to confirm the findings. Another interesting project is to design an intrusion detection mechanism based on the simulation results and observations in order to enhance multicast security in MANETs.
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Appendix A. The Pseudo code

1. Search the list for a match of node id

2.  Suspect Buffer Management  Functions

3. Search the list for a match of packet id

4. Update the rating

3. If number of dropped packets / number of forwarded packets is greater than        

    MIS_MAX_ERROR,  mark node as misbehaving,

6. Invalidate routing entries and do local repair

7. Mark the route as under repair 

8. Remove misbehaving node from precursor lists??

9. If a packet from a new (unknown) host is approached lookup the packet in the suspect    buffer, if found in suspect buffer, delete it.

10.If this node is forwarding the packet for another node

11. If

number of dropped packets - number of forwarded packets <= MIS_MAX_ERROR,                           mark node as misbehaving and repeat the above steps.


Appendix B -Terminology

This appendix contains some terminology that is related to ad-hoc networks.

Bandwidth: Total link capacity of a link to carry information (typically bits).

Channel: The physical medium is divided into logical channel, allowing possibly shared uses of the

medium. Channels may be made available by subdividing the medium into distinct time slots, distinct

 spectral bands, or decorrelated coding sequences.

Convergence: The process of approaching a state of equilibrium in which all nodes in the network agree on

 a consistent state about the topology of the network.

Flooding: The process of delivering data or control messages to every node within the any data network.

Host: Any node that is not a router.

Interface: A nodes attachment to a link.

Link: A communication facility or medium over which nodes can communicate at the link layer.

Loop free: A path taken by a packet never transits the same intermediate node twice before arrival at the

destination.

MAC-layer address: An address (sometimes called the link address) associated with the link interface of a

 node on a physical link.

Next hop: A neighbor, which has been designated to forward packets along the way to a particular

destination.

Neighbor: A node that is within transmitter range from another node on the same channel.

Node: A device that implements IP.

Node ID: Unique identifier that identifies a particular node.

Router: A node that forwards IP packets not explicitly addressed to itself. In case of ad-hoc networks, all nodes are at least unicast routers.

Routing table: The table where the routing protocols keep routing information for various destinations. This

 information can include nexthop and the number of hops to the destination.

Scalability: A protocol is scalable if it is applicable to large as well as small populations.

Source route: A route from the source to the destination made available by the source.

Throughput: The amount of data from a source to a destination processed by the protocol for which

 throughput is to be measured for instance, IP, TCP, or the MAC protocol.
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�Figure 5.2 : Number of Attackers Vs Packet Delivery Ratio
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