MACHINE TRANSLATION 


MACHINE TRANSLATION

A Technical Seminar Report 

Submitted  for the requirements 

Of the Degree of Bachelor of Technology

Under BPUT University

​

Submitted By

Rakesh Kumar Purohit                                 
  Roll # 200610433 (CSE)

[image: image7.png](Google transiator toolkit Sempuscro@pmellcom | Satons | Hela | S|
[y

o
25

et o
e T R

ot ity P s Bt oy s

o Gt Gk e e 1
ot okt
ripmtey





Under the guidance of

Mr. Bhawani Sankar Patnaik

[image: image1.png]


                                                     

NATIONAL INSTITUTE OF SCIENCE & TECHNOLOGY 

Palur Hills, Berhampur, Orissa - 761008, India

ACKNOWLEDGEMENT

I am deeply grateful to my adviser Mr.Bhawani S.Patnaik for helping me throughout my technical seminar report and encouraging me to complete this. He motivated me and also helped with his immense knowledge at every instant of my seminar report.

I give my  sincere thanks to Mr.Bhawani S.Patnaik for giving me the opportunity and motivating me to complete the report within stipulated period of time and providing a helping environment.

Finally I thank to Prof. Sangram Mudali, for his immense effort  to provide a better quality at NIST.










 






                                                                                  Rakesh Kumar Purohit   

TABLE OF CONTENTS

ABSTRACT

ACKNOWLEDGEMENT

TABLE OF CONTENTS

1. INTRODUCTION

2. THE  CONCEPT OF TRANSLATION
3. THE EMERGENCE OF MACHINE TOOLS AND ITS EVALUATUION

4. OBJECT IVE OF MACHINE TRANSLATION ……………………………………………...

5. HOW DOES MACHINE TRANSLATION WORK

6.STEPS OF TRANSLATION

7.MACHINE TRANSLATION TYPES

8.MACHINE TRANSLATION STRATEGY

9.MACHINE TRANSLATION TOOLS
10.MACHINE TRANSLATION IN INTERNET WEB TECHNOLOGY

11.DEVELOPMENT IN MACHINE TRANSLATION

12.LIMITATIONS

13.REAL WORLD APPLICATIONS

14.CONCLUSION

15.REFERENCES




1. ABSTRACT

Machine translation (MT) is automated translation. It is the process by which computer software is used to translate a text from one natural language (such as English) to another (such as Spanish).

To process any translation, human or automated, the meaning of a text in the original (source) language must be fully restored in the target language, i.e. the translation. While on the surface this seems straightforward, it is far more complex. Translation is not a mere word-for-word substitution. A translator must interpret and analyze all of the elements in the text and know how each word may influence another. This requires extensive expertise in grammar, syntax (sentence structure), semantics (meanings), etc., in the source and target languages, as well as familiarity with each local region.

2. INTRODUCTION

Translation as being one of the most effective, if not the only, means of communication especially among cultures of different languages. Translation as a concept has existed hundred years ago, but it is only during the second half of the twentieth century that it emerged as an independent academic discipline called Translation Studies and taught at universities. A dire need for translation, as an academic discipline, has prompted specialised and theorists in the field to seek for more sophisticated methods and techniques for quick, cheap and effective translation. Thus, a new type of translation has emerged to compete with Human Translation; it is called Machine translation or the automatic translation.


3. The Concept Of Translation

Translation is usually defined as the act of transmitting the language of the source text (S.T) into the language of the target text (T.T) taking into consideration cultural and  linguistic differences. Translation  in the Arab world, for instance, is known as "an act of understanding before explaining";(Arabic= " عملية فهم قبل الافهام الترجمة هي"). In this regard, it is necessary that before starting the translation of any text, the translator should have a clear understanding, linguistically, semantically and culturally speaking, of  that  source  text  so  that  he  or  she would  be  able  to convey the real intended meaning of the target language. "The process of translation between two different languages involves the translator changing an original written text ( the source text or ST) in the original verbal language ( the source language or SL) into a written text ( the target text or TT) in a different verbal language ( the target language or TL)".

The process of translating consists in transmitting thoughts or ideas from one language (source) to another (target). This process does not consist just in a look-up for words in a well-known dictionary, but –and its limitation and greatness lies in it– in the hard work of opening communicating vessels between the thought, never identical in the course of history, of men and peoples of the world. Thus, translating means transmitting, and what is transmitted are ideas, feelings and realities. Translation is also the means to get to know the writings in other languages, and today it is of great importance given the big explosion of information. Hence, this process is a necessary task for the communication of science, technology and trade matters nowadays.

4.The Emergence Of Machine Translation and Its Evolution

MT consists in computer systems that do translations from one language to another with or without human participation.The term MT includes the MT of high quality and the MT with human participation. The MT of high quality is done entirely by a computer alone, since the text is set until the translation is finished. However, in the MT with human involvement the program is the one that carries out the process of translating, and then the translator participates when it is necessary.

The competition towards establishing more business with different parts of the world incited advanced countries in technology [image: image2.png]



to look for easy and quick ways for communication. Hence, there emerged a type of translation known as Machine Translation for the process of translation was carried out by machines.

Machine Translation as a new emerging discipline in the field of translation studies has come to fill the void existing due to the small number of good and acknowledged translators. It was an advantageous way of translation in that it saves both time and money; a large quantity of articles and documents were easily translated in a short time with a low amount of money.

So far as the defining features of machine translation are concerned, in an article entitled "Computer Translation: the staus today", it was stated that the main task assigned to machine translation is "to analyse the structure of each term or phrase within the text to be translated (source text). It then breaks this structure down into elements that can be easily translated, and recomposes a term of the same structure in the target language. The process done by machine translation, then, can be summarized in the act of breaking the structural components of the source text and then synthesizing the same components in the language target texts. The whole action of translation is done automatically. 

Machine translation (MT) is automated translation. It is the process by which computer software is used to translate a text from one natural language (such as English) to another (such as Spanish).To process any translation, human or automated, the meaning of a text in the original (source) language must be fully restored in the target language. Translation is not a mere word-for-word substitution. A translator must interpret and analyze all of the elements in the text and know how each word may influence another. This requires extensive expertise in grammar, syntax (sentence structure),semantics (meanings), etc., in the source and target languages, as well as familiarity with each local region.

Machine translation, sometimes referred to by the abbreviation MT, is a sub-field of computational linguistics that investigates the use of computer software to translate text or speech from one natural language to another. At its basic level, MT performs sample substitution of words in one natural language for words in another. Machine translation is the transfer of text from one natural language, known as source language to another language called as target language.

Machine translation (MT) systems are now ubiquitous. This ubiquity is due to a combination of increased need for translation in today's global marketplace, and an exponential growth in computing power that has made such systems viable. And under the right circumstances, MT systems are a powerful tool. They offer low-quality translations in situations where low-quality translation is better than no translation at all, or where a rough translation of a large document delivered in seconds or minutes is more useful than a good translation delivered in three weeks' time.

4.Objective Of Machine Translation

   In a short term, the aim is to apply MT mainly to two kind of documents. One are texts of very concrete subjects and regular procedure, so that there is no need of understanding the content to translate the text, and the other ones are intended for readers who need a rough translation. The technical handbooks belong to the first group. The texts that are rarely published and mainly communicative, in multinational companies as well as national ones, belong to the second group. Only in special circumstances, their customers have access to the actual product of machine translation, because there would be surprised to notice the big difference between this product and the final text received

5. How Does Machine Translation Work
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Let us try to understand how Machine Translation works. Machine Translation replaces words and phrases from one language and their equivalents into another.  However, it is unable to differentiate between a particular word having a different meaning. For instance, "lead" can mean "a very dense metal used in fishing sinkers" or "to command others."  Understanding sentences and translating is a complex procedure. The meaning of the source text has to be understood.  The main challenge in Machine Translation is understanding the nuances of both the source and the target language.

For each possible combination of supported languages, Translation Memory stores a list of paired phrases: Source and Translated.  For instance, in the Spanish to English list you might find this:

SOURCE            TRANSLATED
Azul                       Blue
Película                  Movie
There is a tendency to translate the same words and phrases repeatedly, when translating web pages that are about the same topic.  If the Machine Translation is inaccurate, you can edit the Translation Memory to change how a particular phrase is translated.  You can edit the results of Machine Translation, or hire people to translate certain key text for your organization and  provide a consistent and accurate solution.
An Example
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Step 1: Select source and target languages of translation
In this case: Serbian > English

Step 2: Write phrase or sentence to be translated:
“Velika reka teče kroz grad”

Step 3: Source language analysis
The machine then identifies the “grammatical features” of each word. There are two types of grammatical features:

1)parts of speech(adjective,noun,subject).

2.) Sub-categories (ie. gender of word, case, singular or plural, conjugation, person etc.)
The combination of these “grammatical features” and the lemma of the word (that is, the ‘natural form’ of the word) is called a “lexical unit”.

Step 4: Choosing an analysis
The computer then uses probability based on word analysis and linguistic rules to choose a single lexical unit for each word. That is, based on statistics, it decides whether the word is feminine/masculine, plural/singular, etc.

Step 5: Transfer the grammar from source to target language
The machine then looks at the ‘lemma‘ of each word in the bilingual dictionary. The ‘lemma’ of each word is the so-called ‘citation form’ of that word. So, for example, the lemma of went is ‘go’. In the case of our Serbian sentence, the lemma of ‘velika’ is ‘veliki’. This is the form of the word you would look up in a dictionary.

Next, the machine checks its glossary for possible translations of the lemma of the word you are translating. Possible translations of “veliki”, for example, are ‘big’, ‘large’, and ‘great’. Apertium uses the most general translation. Other systems have probability-based methods of choosing which possible translation to use.

After translating each word, the machine then looks to see if re-ordering of the words is necessary. For example, from Spanish to English “la pelota blanca” would be rearranged to “the white ball” rather than left as “the ball white”. In this case, however, no re-ordering is necessary.
Step 6: Final translation
The final translation is “Big river passes through city.”

Step 7: Post-editing
The machine translation in this example is pretty close. However, in the Serbo-Croatian language articles do not exist. A human would therefore need to add either “the” or “a” before each noun.

The big river passes through the city.
6. Steps Of Translation

1. Segmenting documents into words, sentences and formatting information

The basic elements of translation programs are words and rules for combining them to form sentences, paragraphs and complete texts. Every document to be translated first needs to be decomposed into words, numbers and punctuation marks. Since the layout of the translation in most cases should look just like the original, this information must also be recognized so it can be inserted into the translation at the proper places.

Since the rules of combining - the grammatical rules - address sentences, also sentence boundaries need to be determined. Unfortunately, this is less easy than it may appear at first sight. A period may mark the end of a sentence, an abbreviation, a German ordinal number, it may be a decimal point or part of an e-mail or internet address

2. Reduction of word forms to their canonical form and dictionary lookup

Every translation program needs a dictionary. Here all information is stored which is necessary for the analysis of sentences and their translation, e.g. part of speech, gender, or semantic classification.

In principle, each possible form of a word could be put into the dictionary, e.g. Germanschlafen, schlafe, schläfst, schläft, schlaft, schlief, ... Often this is not done, but a so-called morphological decomposition is preferred where the different word forms are reduced to a canonical form - the keyword in conventional dictionaries. This form is then used to do the dictionary lookup, and the word form at hand is assigned its corresponding grammatical information. E.g. schläfst - 2nd person singular present.

3. Recognizing sentential structures

In the beginning many researchers believed that could obtain reasonable translations by having a program translate word by word. It became clear very quickly that this was an illusion, because firstly, languages differ very much in word order, and secondly, many words can have more than one meaning of which only one is valid in a given sentence. The results were completely unintelligible sequences of alternate word translations which nobody could use.

So, a translation program must "know" grammar. Each word and each phrase must be assigned its role in the sentence, and it must be determined as precisely as possible which combinations are probable, possible, excluded. The precision of these rules is decisive for translation quality.

The meaning of words not only depends on the context within a sentence, but also relationships between sentences are important. The use of pronouns such as Germaner, sie, es can make the interpretation of a sentence more difficult. E.g., how shall the word einstellen be translated in the sentence

Das Unternehmen stellt sie ein.
Is it hire, adjust, stop or still something else? This depends on whether sie refers to a person, a machine or the production of something. If that is not known, neither a human being nor a program is able to produce a reasonable translation for this sentence.

4. Assigning translations to single words

Each word and many word groups are associated with one or more translations in the dictionary. When after grammatical analysis the contexts of the words are known, the appropriate translations can be selected:

5. Generating the structure of target sentences

Starting from the structure of the source sentence and the word translations selected, the structure of the target sentence is built up. It can be quite different from the original. Thus

John grows a beard.
becomes

John lässt sich einen Bart wachsen.
because the word wachsen in German is not transitive, and therefore an additional verb - lassen - is required as a kind of intermediary.

6. Generating word forms

During the generation of the correct word order for the target sentence, translation programs usually work with canonical forms or word stems. Only after the structure established, forms such as lass, ein and wachs of the previous example become lässt, einen and wachsen.

7. Adding layout information

The layout information which was taken out in the first step must now be added to the translations such that in the end there is a new text which almost looks like the original. 

 The translation process may be stated as:

1. Decoding the meaning of the source text; and

2. Re-encoding this meaning in the target language.

Machine translation can use a method based on linguistic rules, which means that words will be translated in a linguistic way — the most suitable (orally speaking) words of the target language will replace the ones in the source language.
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7.Machine Translation Types

Machine Translation are of different types

· Rule based

· Statistical

· Example Based

· Hybrid MT

Rule-Based Machine Translation Technology

Rule-based machine translation relies on countless built-in linguistic rules and millions of bilingual dictionaries for each language pair.

The software parses text and creates a transitional representation from which the text in the target language is generated. This process requires extensive lexicons with morphological, syntactic, and semantic information, and large sets of rules. The software uses these complex rule sets and then transfers the grammatical structure of the source language into the target language.

Statistical Machine Translation Technology

Statistical machine translation utilizes statistical translation models whose parameters stem from the analysis of monolingual and bilingual corpora. Building statistical translation models is a quick process, but the technology relies heavily on existing multilingual corpora. A minimum of 2 million words for a specific domain and even more for general language are required. Theoretically it is possible to reach the quality threshold but most companies do not have such large amounts of existing multilingual corpora to build the necessary translation models. Additionally, statistical machine translation is CPU intensive and requires an extensive hardware configuration to run translation models for average performance levels.

Example-based machine translation 
The Example-based machine translation (EBMT) approach to machine translation is often characterized by its use of a bilingual corpus with parallel texts as its main knowledge base, at run-time. It is essentially a translation by analogy and can be viewed as an implementation of case-based reasoning approach of machine learning.

At the foundation of example-based machine translation is the idea of translation by analogy. When applied to the process of human translation, the idea that translation takes place by analogy is a rejection of the idea that people translate sentences by doing deep linguistic analysis. Instead it is founded on the belief that people translate firstly by decomposing a sentence into certain phrases, then by translating these phrases, and finally by properly composing these fragments into one long sentence. Phrasal translations are translated by analogy to previous translations. The principle of translation by analogy is encoded to example-based machine translation through the example translations that are used to train such a system
	Example of bilingual corpus

	English
	Japanese

	How much is that red umbrella?
	Ano akai kasa wa ikura desu ka.

	How much is that small camera?
	Ano chiisai kamera wa ikura desu ka.


Example-based machine translation systems are trained from bilingual parallel corpora, which contain sentence pairs like the example shown in the table. Sentence pairs contain sentences in one language with their translations into another. The particular example shows an example of aminimal pair, meaning that the sentences vary by just one element. These sentences make it simple to learn translations of subsententialunits. For example, an example-based machine translation system would learn three units of translation:

1. How much is that X ? corresponds to Ano X wa ikura desu ka.
2. red umbrella corresponds to akai kasa 3.small camera corresponds to chiisai kamera
Hybrid machine translation

Hybrid machine translation (HMT) leverages the strengths of statistical and rule-based translation methodologies. Several MT companies (Asia Online and Systran) are claiming to have a hybrid approach using both rules and statistics. The approaches differ in a number of ways:

· Rules post-processed by statics: Translations are performed using a rules based engine. Statisti
· cs are then used in an attempt to adjust/correct the output from the rules engine.

· Statistics guided by rules: Rules are used to pre-process data in an attempt to better guide the statistical engine. Rules are also used to post-process the statistical output to perform functions such as normalization. This approach has a lot more power, flexibility and control when translating.

8.Machine Translation Strartegy
Machine translation is an autonomous operating system with strategies and approaches that can be classified as follows:

· the direct strategy

· the transfer strategy

· the pivot language strategy

The direct strategy, the first to be used in machine translation systems, involves a minimum of linguistic theory. This approach is based on a predefined source language-target language binomial in which each word of the source language syntagm is directly linked to a corresponding unit in the target language with a unidirectional correlation, for example from English to Spanish but not the other way round. The best-known representative of this approach is the system created by the University of Georgetown, tested for the first time in 1964 on translations from Russian to English. The Georgetown system, like all existing systems, is based on a direct approach with a strong lexical component. The mechanisms for morphological analysis are highly developed and the dictionaries extremely complex, but the processes of syntactical analysis and disambiguation are limited, so that texts need a second stage of translation by human translators. The following is an example that follows the direct translation model:

	Source language text

	La
	jeune
	fille
	a acheté
	deux
	livres

	Breakdown in source language

	La
	jeune
	fille
	acheter
	deux
	livre

	Lexical Transfer

	The
	young
	girl
	buy
	two
	book

	Adaptation in target language

	The
	young
	girl
	bought
	two
	books



There are a number of systems that function on the same principle: for example SPANAM, used for Spanish-English translation since 1980, and SYSTRAN, developed in the United States for military purposes to translate Russian into English. After modification designed to improve its functioning, SYSTRAN was adopted by the European Community in 1976. At present it can be used to translate the following European languages:

· Source languages: English, French, German, Spanish, Italian, Portuguese, and Greek.

· Target languages: English, French, German, Spanish, Italian, Portuguese, Greek, Dutch, Finnish, and Swedish.

In addition, programs are being created for other European languages, such as Hungarian, Polish and Serbo-Croatian.

Apart from being used by the European Commission, SYSTRAN is also used by NATO and by Aérospatiale, the French aeronautic company, which has played an active part in the development of the system by contributing its own terminology bank for French-English and English-French translation and by financing the specialized area related to aviation. Outside Europe, SYSTRAN is used by The United States Air Force because of its interest in Russian-English translation, by the XEROX Corporation, which adopted machine translation at the end of the 1970s and which is the private company that has contributed the most to the expansion of machine translation, and General Motors, which through a license from Peter Toma is allowed to develop and sell the applications of the system on its own account. It should be noted that in general the companies that develop direct machine translation systems do not claim that they are designed to produce good final translations, but rather to facilitate the translator's work in terms of efficiency and performance (Lab, p.24).

The transfer strategy focuses on the concept of "level of representation" and involves three stages. The analysis stage describes the source document linguistically and uses a source language dictionary. The transfer stage transforms the results of the analysis stage and establishes the linguistic and structural equivalents between the two languages. It uses a bilingual dictionary from source language to target language. The generation stage produces a document in the target language on the basis of the linguistic data of the source language by means of a target language dictionary.

The transfer strategy, developed by GETA (Groupe d'Etude pour la Traduction Automatique / Machine Translation Study Group) in Grenoble, France, led by B. Vauquois, has stimulated other research projects. Some, such as the Canadian TAUM-MÉTÉO and the American METAL, are already functioning. Others are still at the experimental stage, for example, SUSY in Germany and EUROTRA, which is a joint European project. TAUM, an acronym for Traduction Automatique de l'Université de Montréal (University of Montreal Machine Translation) was created by the Canadian Government in 1965. It has been functioning to translate weather forecasts from English to French since 1977 and from French to English since 1989. One of the oldest effective systems in existence, TAUM-MÉTÉO carries out both a syntactic and a semantic analysis and is 80% effective because weather forecasts are linguistically restricted and clearly defined. It works with only 1,500 lexical entries, many of which are proper nouns. In short, it carries out limited repetitive tasks, translating texts that are highly specific, with a limited vocabulary (although it uses an exhaustive dictionary) and stereotyped syntax, and there is perfect correspondence from structure to structure.

The pivot language strategy is based on the idea of creating a representation of the text independent of any particular language. This representation functions as a neutral, universal central axis that is distinct from both the source language and the target language. In theory this method reduces the machine translation process to only two stages: analysis and generation. The analysis of the source text leads to a conceptual representation, the diverse components of which are matched by the generation module to their equivalents in the target language. The research on this strategy is related to artificial intelligence and the representation of knowledge. The systems based on the idea of a pivot language do not aim at direct translation, but rather reformulate the source text from the essential information. At the present time the transfer and pivot language strategies are generating the most research in the field of machine translation. With regard to the pivot language strategy, it is worth mentioning the Dutch DLT (Distributed Language Translation) project which ran from 1985 to 1990 and which used Esperanto as a pivot language in the translation of 12 European languages.
9.Machine Translation Tools
Machine translation tools work without a human translator and automatically translate text from one language to another with varying degrees of success. They can be useful in gaining an understanding of foreign content or a foreign Web site. Even so, none can automatically translate documents or Web content sufficiently well enough to eliminate the need for a human translator.

Any type of content that is to be translated for public consumption should be translated by a human translator. It may be advisable not to translate the content at all rather than risk potentially insulting foreign audiences with an inappropriate automatic translation.
Some translators find it requires more effort to correct the automatic rough translations generated than it does to translate with a translation memory tool. Coupled with the urgency of delivering the final product, building MT dictionaries to refine automatic translations is frequently not an option given the short lead times provided by many clients.
Google Translation Center Toolkit
Google is preparing to launch Google Translation Center, a new translation tool for freelance and professional translators. This is an interesting move, and it has broad implications for the translation industry, which up until now has been fragmented and somewhat behind the times, from a technology standpoint Google has been investing significant resources in a multi-year effort to develop its statistical machine translation technology. Statistical MT works by comparing large numbers of parallel texts that have been translated between languages and from these learns which words and phrases usually map to others — similar to the way humans acquire language. The problem with statistical MT is that it requires a large number of directly translated sentences. These are hard to find, and because of this SMT systems use sources like the proceedings from the European Parliament, United Nations, etc. Which are fine if you’re writing in bureaucrat-speak, but aren’t so great for other texts. Google Translation Center is a straightforward and very clever way to gather a large corpus of parallel texts to train its machine translation systems.
Part machine translator and part translation memory (a sort of search engine for translation that helps translators to recall translations), GTC will help translators by providing a free, global translation memory, and in turn drive costs down by reducing the amount of work needed to complete a text. It will help Google by providing an excellent source of high quality parallel texts that can be fed back into the translational systems. 
(The Google Translator Toolkit Workbench )

Google Translator Toolkit currently only allows users to upload HTML, Microsoft Word, OpenDocument Text, Rich Text and Plain Text documents up to 1MB for translation. Alternatively, it's possible to enter the URL of a file on the web, 
BABYLON
Acess to more than 1400 dictionaries in 75 languages and translations in more than 800 language pairs

BING TRANSLATOR
Microsoft's newly updated translation service
10.Machine Translation In Internet Web Technology
Basically a user when search for a web page the web engine search the request of the user from pages described in some different languages.The machine translator just transfers the web page in to the request language.This is the main idea of machine translation in internet system.
Google Translate is a service provided by Google Inc. to translate a section of text, or a webpage, into another language. The service limits the number of paragraphs, or range of technical terms, that will be translated. It is also possible to enter searches in a source language that are first translated to a destination language allowing you to browse and interpret results from the selected destination language in the source language. For some languages, users are asked for alternate translations such as for technical terms, to be included for future updates to the translation process. Text in a foreign language can be typed, and if "Detect Language" is selected, it will not only detect the language, but it will translate into English by default.

Google system takes a different approach; It feed the computer billions of words of text, both monolingual text in the target language, and aligned text consisting of examples of human translations between the languages. We then apply statistical learning techniques to build a translation model.Google use statistical machine system foe machine translation

It’s certainly complex to program such a system, but the underlying principle is easy – so easy in fact that the researchers working on this enabled the system to translate from Chinese to English without any researcher being able to speak Chinese. To the translation system, any language is treated the same, and there is no manually created rule-set of grammar, metaphors and such. Instead, the system is learning from existing human translations. Google relies on a large corpus of texts which are available in multiple languages.

Let’s take a simple example: if a book is titled “Thus Spoke Zarathustra” in English, and the German title is “Also sprach Zarathustra”, the system can begin to understand that “thus spoke” can be translated with “also sprach”. (This approach would even work for metaphors – surely, Google researchers will take the longest available phrase which has high statistical matches across different works.) All it needs is someone to feed the system the two books and to teach it the two are translations from language A to language BGoogle used the United Nations Documents to train their machine, and all in all fed 200 billion words. This is brute force AI, if you want – it works on statistical learning theory only and has not much real “understanding” of anything but patterns.
11.Development in Machine Translation
Google working on instant speech translation for cell phones
Google has already pushed language translation forward online with it’sGoogle Translate service and its integration into services such as Google Reader. But the search giant has set itself a much greater challenge with the promise of an automatic speech translation service for cell phones.

The idea is the equivalent of producing a universal translator that allows you to phone anyone in the world without worry of a language barrier. Google software on your phone will however. In Google’s well-know approach to introducing services we will likely see a long beta period and progressively better speech recognition and translation. Google’s current translation services support 52 languages, but there are apparently more than 6,000 around the world meaning there is still a lot of work to do even in the simpler text translation field of study.
Speech-to-Speech Translation by IBM

The research leading to MASTOR was initiated in 2001 as an IBM adventurous research project and was also selected to be funded by the Defense Advanced Research Projects Agency (DARPA) CAST program (formerly called “Babylon” program).
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Wiki(pedia) Machine Translation Project 
The purpose of the Wiki(pedia) Machine Translation Project is to develop ideas, methods and tools that can help translate Wikipedia articles (and Wikimedia pages) from one language to another (particularly out of English and into languages with small numbers of fluent speakers).
Google Goggles With Integrated Translation At Mobile World Congress (MWC)
At the Mobile World Congress, Google demonstrated a prototype version of Google's Goggles. The software is a merger of Google’s machine translation and image recognition technologies. The technology is able to translate a given non-English text into English text.

 

The process happens after the prototype is connected to the camera’s phone which is in turn connected to the Optical Character Recognition Engine. The prototype recognizes the image and then with the help of its software translates the image shot into the required language.

 

For the moment the prototype is found to be working only with German-to-English translations.

 

“ Right now this technology only works for German-to-English translations and it's not yet ready for prime time. However, it shows a lot of promise for what the future might hold. Soon your phone will be able to translate signs, posters and other foreign text instantly into your language. Eventually, we're hoping to build a version of Google Goggles that can translate between all of the 52 languages currently supported by Google Translate — bringing even more information to you on the go. “ mentioned Hartmut Neven on the company's blog.

12.Limitations
Machine translation -- also known as "computer translation" -- utilizes computer software to translate text from a primary language (such as English) into a secondary (or "alternate") language. It is often the least expensive method of traditional text translation. While the pricing may seem attractive at first glance, machine translation features several significant drawbacks -- especially when applied to websites. For most public and private sector applications, it is an impractical solution.

In many industries, such as banking and telecommunications, machines are equipped to keep up with -- and even outperform -- human beings. Translation, however, is not one of those arenas. Machine translations are vastly inferior in quality, compared to content translated by professional human translators. Machine translation provides literal, word-for-word translations while struggling to account for the nuances of syntax and context. This means machine translation often fails to recognize that many words in the English language have multiple meanings. (For example: In English, a "kid" may be a child or a baby goat, depending on the context of the text. Translation software can rarely make this distinction, and may choose an inappropriate word that might insult or confuse the target audience you're trying to reach.)
13.Real World Applcations
Despite their inherent limitations, MT programs are currently used by various organisations around the world. Probably the largest institutional user is the European Commission, which uses a highly customised version of the commercial MT system SYSTRAN to handle the automatic translation of a large volume of preliminary drafts of documents for internal use.

A Danish translation agency, Lingtech A/S [3], has been translating patent applications from English to Danish since 1993 using a proprietary rule-based machine translation system, PaTrans, working together with the translation memory based Trados commercial CAT tool. The system requires both manual pre- and post-editing, but the monthly output is still approximately 400,000 words per operator.

The Spanish daily newspaper Periódico de Catalunya is translated from Spanish into Catalan with an MT system [4].

Google has claimed that promising results were obtained using a proprietary statistical machine translation engine [5]. The statistical translation engine used in the Google Translation tools for Arabic <-> English and Chinese <-> English has an overall score of 0.4281 over the runner-up IBM's BLEU-4 score of 0.3954 (Summer 2006) in tests conducted by the National Institute for Standards and Technology. [6][7] [8] Uwe Muegge has implemented a demo website [9] that uses a controlled language in combination with the Google engine to produce fully automatic, high-quality machine translations of his English, German, and French web sites.

With the recent focus on terrorism, the military sources in US invest significant amounts of money in natural language engineering. In-Q-Tel [10] (a venture capital fund, largely funded by the US Intelligence Community, to stimulate new technologies through private sector entrepreneurs) brought up companies like Language Weaver. Currently the military community is interested in translation and processing of languages like Arabic, Pashto, and Dari. Information Processing Technology Office in DARPA hosts programs like TIDES and Babylon Translator. US Air Force has awarded a $1 million contract to develop a language translation technology. [11]
EXAMPLE
Language Weaver  provides trusted automated translation solutions for high-value, dynamic digital information to improve human communications. Delivering a trusted level of translation quality, Language Weaver ensures that organizations maintain and extend brand voice across global media types and audiences.
15.Conclusion
Today Machine Translation has a great importance starting from technology to business sector.Though it is not able to provide the correct translation always but the useful approach to solve the problem make it very effective.Undoubtedly ,the role of  MT in the world of information cannot be ignored.This is represented  by the  system’s ability to convey sufficient so that one can gain necessary information from it.
With the emergence of the world wide web information channels,millions of users all over the world can gain access to the information easily,therby speakers of different languages will avail themselves of the automatic translation service.

So today MT can be used as a effective tool for the facilitation of multi-lingual on the discussions

 allowing user s who speak different languages to communicate with one another and promote the globalization of information.
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