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1. FIBER OPTIC COMMUNICATION

1.1 INTRODUCTION

Fiber-optic communication is a method of transmitting information from one place to another by sending pulses of light through an optical fiber. The light forms an electromagnetic carrier wave that is modulated to carry information. First developed in the 1970s, fiber-optic communication systems have revolutionized the telecommunications industry and have played a major role in the advent of the Information Age. Because of its advantages over electrical transmission, optical fibers have largely replaced copper wire communications in core networks in the developed world.The process of communicating using fiber-optics involves the following basic steps: Creating the optical signal involving the use of a transmitter, relaying the signal along the fiber, ensuring that the signal does not become too distorted or weak, receiving the optical signal, and converting it into an electrical signal.

	· 


1.2 HISTORY

In 1966 Charles K. Kao and George Hockham proposed optical fibers at STC Laboratories (STL) at Harlow, England, when they showed that the losses of 1000 dB/km in existing glass (compared to 5-10 db/km in coaxial cable) was due to contaminants, which could potentially be removed.

Optical fiber was successfully developed in 1970 by Corning Glass Works, with attenuation low enough for communication purposes (about 20dB/km), and at the same time GaAs semiconductor lasers were developed that were compact and therefore suitable for transmitting light through fiber optic cables for long distances.

After a period of research starting from 1975, the first commercial fiber-optic communications system was developed, which operated at a wavelength around 0.8 µm and used GaAs semiconductor lasers. This first-generation system operated at a bit rate of 45 Mbps with repeater spacing of up to 10 km. Soon on 22 April, 1977, General Telephone and Electronics sent the first live telephone traffic through fiber optics at a 6 Mbit/s throughput in Long Beach, California.

The second generation of fiber-optic communication was developed for commercial use in the early 1980s, operated at 1.3 µm, and used InGaAsP semiconductor lasers. Although these systems were initially limited by dispersion, in 1981 the single-mode fiber was revealed to greatly improve system performance. By 1987, these systems were operating at bit rates of up to 1.7 Gb/s with repeater spacing up to 50 km.

Third-generation fiber-optic systems operated at 1.55 µm and had losses of about 0.2 dB/km. They achieved this despite earlier difficulties with pulse-spreading at that wavelength using conventional In GaAsP semiconductor lasers. Scientists overcame this difficulty by using dispersion-shifted fibers designed to have minimal dispersion at 1.55 µm or by limiting the laser spectrum to a single longitudinal mode. These developments eventually allowed third-generation systems to operate commercially at 2.5 Gbit/s with repeater spacing in excess of 100 km.

The fourth generation of fiber-optic communication systems used optical amplification to reduce the need for repeaters and wavelength-division multiplexing to increase data capacity. These two improvements caused a revolution that resulted in the doubling of system capacity every 6 months starting in 1992 until a bit rate of 10 Tb/s was reached by 2001. Recently, bit-rates of up to 14 Tbit/s have been reached over a single 160 km line using optical amplifiers.

The focus of development for the fifth generation of fiber-optic communications is on extending the wavelength range over which a WDM system can operate. The conventional wavelength window, known as the C band, covers the wavelength range 1.53-1.57 µm, and the new dry fiber has a low-loss window promising an extension of that range to 1.30-1.65 µm. Other developments include the concept of "optical solitons, " pulses that preserve their shape by counteracting the effects of dispersion with the nonlinear effects of the fiber by using pulses of a specific shape. In the late 1990s through 2000, industry promoters, and research companies such as KMI and RHK predicted vast increases in demand for communications bandwidth due to increased use of the Internet, and commercialization of various bandwidth-intensive consumer services, such as video on demand. Internet protocol data traffic was increasing exponentially, at a faster rate than integrated circuit complexity had increased under Moore's Law. From the bust of the dot-com bubble through 2006, however, the main rend in the industry has been consolidation of firms and offshoring of manufacturing to reduce costs.

1.3 TECHNOLOGY
 
Modern fiber-optic communication systems generally include an optical transmitter to convert an electrical signal into an optical signal to send into the optical fiber, a cable containing bundles of multiple optical fibers that is routed through underground conduits and buildings, multiple kinds of amplifiers, and an optical receiver to recover the signal as an electrical signal. The information transmitted is typically digital information generated by computers, telephone systems, and cable television companies.

OPTICAL TRANSMITTER
                                  

Fig 1.1 : A GBIC module, is essentially an optical and electrical transceiver.

The most commonly-used optical transmitters are semiconductor devices such as light-emitting diodes (LEDs) and laser diodes. The difference between LEDs and laser diodes is that LEDs produce incoherent light, while laser diodes produce coherent light. For use in optical communications, semiconductor optical transmitters must be designed to be compact, efficient, and reliable, while operating in an optimal wavelength range, and directly modulated at high frequencies. In its simplest form, an LED is a forward-biased p-n junction, emitting light through spontaneous emission, a phenomenon referred to as electroluminescence. The emitted light is incoherent with a relatively wide spectral width of 30-60 nm. LED light transmission is also inefficient, with only about 1 % of input power, or about 100 microwatts, eventually converted into launched power which has been coupled into the optical fiber. However, due to their relatively simple design, LEDs are very useful for low-cost applications.

Communications LEDs are most commonly made from gallium arsenide phosphide (GaAsP) or gallium arsenide (GaAs). Because GaAsP LEDs operate at a longer wavelength than GaAs LEDs (1.3 micrometers vs. 0.81-0.87 micrometers), their output spectrum is wider by a factor of about 1.7. The large spectrum width of LEDs causes higher fiber dispersion, considerably limiting their bit rate-distance product (a common measure of usefulness). LEDs are suitable primarily for local-area-network applications with bit rates of 10-100 Mbit/s and transmission distances of a few kilometers. LEDs have also been developed that use several quantum wells to emit light at different wavelengths over a broad spectrum, and are currently in use for local-area WDM networks.

A semiconductor laser emits light through stimulated emission rather than spontaneous emission, which results in high output power (~100 mW) as well as other benefits related to the nature of coherent light. The output of a laser is relatively directional, allowing high coupling efficiency (~50 %) into single-mode fiber. The narrow spectral width also allows for high bit rates since it reduces the effect of chromatic dispersion. Furthermore, semiconductor lasers can be modulated directly at high frequencies because of short recombination time.

Laser diodes are often directly modulated, that is the light output is controlled by a current applied directly to the device. For very high data rates or very long distance links, a laser source may be operated continuous wave, and the light modulated by an external device such as an electro-absorption modulator or Mach-Zehnder interferometer. External modulation increases the achievable link distance by eliminating laser chirp, which broadens the linewidth of directly-modulated lasers, increasing the chromatic dispersion in the fiber.
OPTICAL RECEIVER
The main component of an optical receiver is a photodetector, which converts light into electricity using the photoelectric effect. The photodetector is typically a semiconductor-based photodiode. Several types of photodiodes include p-n photodiodes, a p-i-n photodiodes, and avalanche photodiodes. Metal-semiconductor-metal (MSM) photodetectors are also used due to their suitability for circuit integration in regenerators and wavelength-division multiplexers.

Optical-electrical converters are typically coupled with a transimpedance amplifier and a limiting amplifier to produce a digital signal in the electrical domain from the incoming optical signal, which may be attenuated and distorted while passing through the channel. Further signal processing such as clock recovery from data (CDR) performed by a phase-locked loop may also be applied before the data is passed on.

OPTICAL FIBER
An optical fiber consists of a core, cladding, and a buffer (a protective outer coating), in which the cladding guides the light along the core by using the method of total internal reflection. The core and the cladding (which has a lower-refractive-index) are usually made of high-quality silica glass, although they can both be made of plastic as well. Connecting two optical fibers is done by fusion splicing or mechanical splicing and requires special skills and interconnection technology due to the microscopic precision required to align the fiber cores. 

Two main types of optical fiber used in optic communications include multi-mode optical fibers and single-mode optical fibers. A multi-mode optical fiber has a larger core (≥ 50 micrometres), allowing less precise, cheaper transmitters and receivers to connect to it as well as cheaper connectors. However, a multi-mode fiber introduces multimode distortion, which often limits the bandwidth and length of the link. Furthermore, because of its higher dopant content, multi-mode fibers are usually expensive and exhibit higher attenuation. The core of a single-mode fiber is smaller (<10 micrometres) and requires more expensive components and interconnection methods, but allows much longer, higher-performance links.

In order to package fiber into a commercially-viable product, it is typically protectively-coated by using ultraviolet (UV), light-cured acrylate polymers, then terminated with optical fiber connectors, and finally assembled into a cable. After that, it can be laid in the ground and then run through the walls of a building and deployed aerially in a manner similar to copper cables. These fibers require less maintenance than common twisted pair wires, once they are deployed.
OPTICAL AMPLIFIER
The transmission distance of a fiber-optic communication system has traditionally been limited by fiber attenuation and by fiber distortion. By using opto-electronic repeaters, these problems have been eliminated. These repeaters convert the signal into an electrical signal, and then use a transmitter to send the signal again at a higher intensity than it was before. Because of the high complexity with modern wavelength-division multiplexed signals (including the fact that they had to be installed about once every 20 km), the cost of these repeaters is very high. An alternative approach is to use an optical amplifier, which amplifies the optical signal directly without having to convert the signal into the electrical domain. It is made by doping a length of fiber with the rare-earth mineral erbium, and pumping it with light from a laser with a shorter wavelength than the communications signal (typically 980 nm). Amplifiers have largely replaced repeaters in new installations.

1.4 WAVELENGTH-DIVISION MULTIPLEXING (WDM) TECHNIQUE
Wavelength-division multiplexing (WDM) is the practice of multiplying the available capacity of an optical fiber by adding new channels, each channel on a new wavelength of light. This requires a wavelength division multiplexer in the transmitting equipment and a demultiplexer (essentially a spectrometer) in the receiving equipment. Arrayed waveguide gratings are commonly used for multiplexing and demultiplexing in WDM. Using WDM technology now commercially available, the bandwidth of a fiber can be divided into as many as 160 channels[3] to support a combined bit rate into the range of terabits per second.

BANDWIDTH-DISTANCE PRODUCT
Because the effect of dispersion increases with the length of the fiber, a fiber transmission system is often characterized by its bandwidth-distance product, often expressed in units of MHz×km. This value is a product of bandwidth and distance because there is a trade off between the bandwidth of the signal and the distance it can be carried. For example, a common multimode fiber with bandwidth-distance product of 500 MHz×km could carry a 500 MHz signal for 1 km or a 1000 MHz signal for 0.5 km.

Through a combination of advances in dispersion management, wavelength-division multiplexing, and optical amplifiers, modern-day optical fibers can carry information at around 14 Terabits per second over 160 kilometers of fiber. Engineers are always looking at current limitations in order to improve fiber-optic communication, and several of these restrictions are currently being researched. For instance, NTT was able to achieve 69. 

The per-channel light signals propagating in the fiber have been modulated at rates as high as 111 gigabits per second by NTT, although 10 or 40 Gbit/s is typical in deployed systems. Each fiber can carry many independent channels, each using a different wavelength of light (wavelength-division multiplexing (WDM)). The net data rate (data rate without overhead bytes) per fiber is the per-channel data rate reduced by the FEC overhead, multiplied by the number of channels (usually up to eighty in commercial dense WDM systems as of 2008[update]). The current laboratory fiber optic data rate record, held by Bell Labs in Villarceaux, France, is multiplexing 155 channels, each carrying 100 Gbit/s over a 7000 km fiber.

 DISPERSION
For modern glass optical fiber, the maximum transmission distance is limited not by direct material absorption but by several types of dispersion, or spreading of optical pulses as they travel along the fiber. Dispersion in optical fibers is caused by a variety of factors. Intermodal dispersion, caused by the different axial speeds of different transverse modes, limits the performance of multi-mode fiber. Because single-mode fiber supports only one transverse mode, intermodal dispersion is eliminated.

In single-mode fiber performance is primarily limited by chromatic dispersion (also called group velocity dispersion), which occurs because the index of the glass varies slightly depending on the wavelength of the light, and light from real optical transmitters necessarily has nonzero spectral width (due to modulation). Polarization mode dispersion, another source of limitation, occurs because although the single-mode fiber can sustain only one transverse mode, it can carry this mode with two different polarizations, and slight imperfections or distortions in a fiber can alter the propagation velocities for the two polarizations. This phenomenon is called fiber birefringence and can be counteracted by polarization-maintaining optical fiber. Dispersion limits the bandwidth of the fiber because the spreading optical pulse limits the rate that pulses can follow one another on the fiber and still be distinguishable at the receiver.

Some dispersion, notably chromatic dispersion, can be removed by a 'dispersion compensator'. This works by using a specially prepared length of fiber that has the opposite dispersion to that induced by the transmission fiber, and this sharpens the pulse so that it can be correctly decoded by the electronics.
ATTENUATION
Fiber attenuation, which necessitates the use of amplification systems, is caused by a combination of material absorption, Rayleigh scattering, Mie scattering, and connection losses. Although material absorption for pure silica is only around 0.03 dB/km (modern fiber has attenuation around 0.3 dB/km), impurities in the original optical fibers caused attenuation of about 1000 dB/km. Other forms of attenuation are caused by physical stresses to the fiber, microscopic fluctuations in density, and imperfect splicing techniques.

TRANSMISSION WINDOWS
Each effect that contributes to attenuation and dispersion depends on the optical wavelength. The wavelength bands (or windows) that exist where these effects are weakest are the most favorable for transmission. These windows have been standardized, and the currently defined bands are the following: 

	Band
	Description
	Wavelength Range

	O band
	Original
	1260 to 1360 nm

	E band
	Extended
	1360 to 1460 nm

	S band
	short wavelengths
	1460 to 1530 nm

	C band
	conventional ("erbium window")
	1530 to 1565 nm

	L band
	long wavelengths
	1565 to 1625 nm

	U band
	ultralong wavelengths
	1625 to 1675 nm


Note that this table shows that current technology has managed to bridge the second and third windows that were originally disjoint. Historically, there was a window used below the O band, called the first window, at 800-900 nm; however, losses are high in this region so this window is used primarily for short-distance communications. The current lower windows (O and E) around 1300 nm have much lower losses. This region has zero dispersion. The middle windows (S and C) around 1500 nm are the most widely used.
REGENERATION
When a communications link must span a larger distance than existing fiber-optic technology is capable of, the signal must be regenerated at intermediate points in the link by repeaters. Repeaters add substantial cost to a communication system, and so system designers attempt to minimize their use. Recent advances in fiber and optical communications technology have reduced signal degradation so far that regeneration of the optical signal is only needed over distances of hundreds of kilometers. This has greatly reduced the cost of optical networking, particularly over undersea spans where the cost and reliability of repeaters is one of the key factors determining the performance of the whole cable system. The main advances contributing to these performance improvements are dispersion management, which seeks to balance the effects of dispersion against non-linearity; and solitons, which use nonlinear effects in the fiber to enable dispersion-free propagation over long distances.

 LAST MILE
Although fiber-optic systems excel in high-bandwidth applications, optical fiber has been slow to achieve its goal of fiber to the premises or to solve the last mile problem. However, as bandwidth demand increases, more and more progress towards this goal can be observed. In Japan, for instance EPON has largely replaced DSL as a broadband Internet source. South Korea’s KT also provides a service called FTTH (Fiber To The Home), which provides 100 percent fiber-optic connections to the subscriber’s home. The largest FTTH deployments are in Japan, Korea, and most recently in China. Most recently, Singapore has also completed their implementation of NGBN (Next Generation Broadband Network) and has started rolling out fibre internet services in September 2010.

In the US, Verizon Communications provides a FTTH service called FiOS to select high-ARPU (Average Revenue Per User) markets within its existing territory. The other major surving ILEC (or Incumbent Local Exchange Carrier), AT&T, uses a FTTN (Fiber To The Node) service called U-verse with twisted-pair to the home. Their MSO competitors employ FTTN with coax using HFC. All of the major access networks use fiber for the bulk of the distance from the service provider's network to the customer.  The globally dominant access network technology is EPON (Ethernet Passive Optical Network). In Europe, and among telcos in the United States, BPON (ATM-based Broadband PON) and GPON (Gigabit PON) are favored because of their roots in the FSAN (Full Service Access Network) and ITU-T standards organizations under their control.

1.5 COMPARISON WITH ELECTRICAL TRANSMISSION
The choice between optical fiber and electrical (or copper) transmission for a particular system is made based on a number of trade-offs. Optical fiber is generally chosen for systems requiring higher bandwidth or spanning longer distances than electrical cabling can accommodate. The main benefits of fiber are its exceptionally low loss (allowing long distances between amplifiers/repeaters), its absence of ground currents and other parasite signal and power issues common to long parallel electric conductor runs (due to its reliance on light rather than electricity for transmission, and the dielectric nature of fiber optic), and its inherently high data-carrying capacity. Thousands of electrical links would be required to replace a single high bandwidth fiber cable. Another benefit of fibers is that even when run alongside each other for long distances, fiber cables experience effectively no crosstalk, in contrast to some types of electrical transmission lines. Fiber can be installed in areas with high electromagnetic interference (EMI), such as alongside utility lines, power lines, and railroad tracks. Nonmetallic all-dielectric cables are also ideal for areas of high lightning-strike incidence.

For comparison, while single-line, voice-grade copper systems longer than a couple of kilometers require in-line signal repeaters for satisfactory performance; it is not unusual for optical systems to go over 100 kilometers (60 miles), with no active or passive processing. Single-mode fiber cables are commonly available in 12 km lengths, minimizing the number of splices required over a long cable run. Multi-mode fiber is available in lengths up to 4 km, although industrial standards only mandate 2 km unbroken runs. In short distance and relatively low bandwidth applications, electrical transmission is often preferred because of its

· Lower material cost, where large quantities are not required

· Lower cost of transmitters and receivers

· Capability to carry electrical power as well as signals (in specially-designed cables)

· Ease of operating transducers in linear mode.

Optical fibers are more difficult and expensive to splice than electrical conductors. And at higher powers, optical fibers are susceptible to fiber fuse, resulting in catastrophic destruction of the fiber core and damage to transmission components.  Because of these benefits of electrical transmission, optical communication is not common in short box-to-box, backplane, or chip-to-chip applications; however, optical systems on those scales have been demonstrated in the laboratory. In certain situations fiber may be used even for short distance or low bandwidth applications, due to other important features:

· Immunity to electromagnetic interference, including nuclear electromagnetic pulses (although fiber can be damaged by alpha and beta radiation).

· High electrical resistance, making it safe to use near high-voltage equipment or between areas with different earth potentials.

· Lighter weight—important, for example, in aircraft.

· No sparks—important in flammable or explosive gas environments.

· Not electromagnetically radiating, and difficult to tap without disrupting the signal—important in high-security environments.

· Much smaller cable size—important where pathway is limited, such as networking an existing building, where smaller channels can be drilled and space can be saved in existing cable ducts and trays.
1.6 APPLICATIONS
Optical fiber is used by many telecommunications companies to transmit telephone signals, Internet communication, and cable television signals. Due to much lower attenuation and interference, optical fiber has large advantages over existing copper wire in long-distance and high-demand applications. However, infrastructure development within cities was relatively difficult and time-consuming, and fiber-optic systems were complex and expensive to install and operate. Due to these difficulties, fiber-optic communication systems have primarily been installed in long-distance applications, where they can be used to their full transmission capacity, offsetting the increased cost. Since 2000, the prices for fiber-optic communications have dropped considerably. The price for rolling out fiber to the home has currently become more cost-effective than that of rolling out a copper based network. Prices have dropped to $850 per subscriber in the US and lower in countries like The Netherlands, where digging costs are low. Since 1990, when optical-amplification systems became commercially available, the telecommunications industry has laid a vast network of intercity and transoceanic fiber communication lines. By 2002, an intercontinental network of 250,000 km of submarine communications cable with a capacity of 2.56 Tb/s was completed, and although specific network capacities are privileged information, telecommunications investment reports indicate that network capacity has increased dramatically since 2004.

2. MODERN TRENDS IN 3G

2.1 INTRODUCTION

International Mobile Telecommunications-2000 (IMT — 2000), better known as 3G or 3rd Generation, is a generation of standards for mobile phones and mobile telecommunications services fulfilling specifications by the International Telecommunication Union.[1] Application services include wide-area wireless voice telephone, mobile Internet access, video calls and mobile TV, all in a mobile environment. Compared to the older 2G and 2.5G standards, a 3G system must allow simultaneous use of speech and data services, and provide peak data rates of at least 200 kbit/s according to the IMT-2000 specification. Recent 3G releases, often denoted 3.5G and 3.75G, also provide mobile broadband access of several Mbit/s to laptop computers and smartphones.

The following standards are typically branded 3G:

· the UMTS system, first offered in 2001, standardized by 3GPP, used primarily in Europe, Japan, China (however with a different radio interface) and other regions predominated by GSM 2G system infrastructure. The cell phones are typically UMTS and GSM hybrids. Several radio interfaces are offered, sharing the same infrastructure: 

· The original and most widespread radio interface is called W-CDMA. 

· The TD-SCDMA radio interface, was commercialised in 2009 and is only offered in China. 

· The latest UMTS release, HSPA+, can provide peak data rates up to 56 Mbit/s in the downlink in theory (28 Mbit/s in existing services) and 22 Mbit/s in the uplink. 

· the CDMA2000 system, first offered in 2002, standardized by 3GPP2, used especially in North America and South Korea, sharing infrastructure with the IS-95 2G standard. The cell phones are typically CDMA2000 and IS-95 hybrids. The latest release EVDO Rev B offers peak rates of 14.7 Mbit/s downstreams. 

The above systems and radio interfaces are based on kindred spread spectrum radio transmission technology. While the GSM EDGE standard ("2.9G"), DECT cordless phones and Mobile WiMAX standards formally also fulfill the IMT-2000 requirements and are approved as 3G standards by ITU, these are typically not branded 3G, and are based on completely different technologies.

	


 A new generation of cellular standards has appeared approximately every tenth year since 1G systems were introduced in 1981/1982. Each generation is characterized by new frequency bands, higher data rates and non backwards compatible transmission technology. The first release of the 3GPP Long Term Evolution (LTE) standard does not completely fulfill the ITU 4G requirements called IMT-Advanced. First release LTE is not backwards compatible with 3G, but is a pre-4G or 3.9G technology, however sometimes branded "4G" by the service providers. WiMAX is another technology verging on or marketed as 4G.

DATA RATES

ITU has not provided a clear definition of the data rate users can expect from 3G equipment or providers. Thus users sold 3G service may not be able to point to a standard and say that the rates it specifies are not being met. While stating in commentary that "it is expected that IMT-2000 will provide higher transmission rates: a minimum data rate of 2 Mbit/s for stationary or walking users, and 384 kbit/s in a moving vehicle," the ITU does not actually clearly specify minimum or average rates or what modes of the interfaces qualify as 3G, so various rates are sold as 3G intended to meet customers expectations of broadband data.

SECURITY

3G networks offer greater security than their 2G predecessors. By allowing the UE (User Equipment) to authenticate the network it is attaching to, the user can be sure the network is the intended one and not an impersonator. 3G networks use the KASUMI block crypto instead of the older A5/1 stream cipher. However, a number of serious weaknesses in the KASUMI cipher have been identified. In addition to the 3G network infrastructure security, end-to-end security is offered when application frameworks such as IMS are accessed, although this is not strictly a 3G property.
2.2 EVOLUTION
Both 3GPP and 3GPP2 are currently working on extensions to 3G standard that are based on an all-IP network infrastructure and using advanced wireless technologies such as MIMO, these specifications already display features characteristic for IMT-Advanced (4G), the successor of 3G. However, falling short of the bandwidth requirements for 4G (which is 1 Gbit/s for stationary and 100 Mbit/s for mobile operation), these standards are classified as 3.9G or Pre-4G.

3GPP plans to meet the 4G goals with LTE Advanced, whereas Qualcomm has halted development of UMB in favour of the LTE family.  On 14 December 2009, Telia Sonera announced in an official press release that "We are very proud to be the first operator in the world to offer our customers 4G services." With the launch of their LTE network, initially they are offering pre-4G (or beyond 3G) services in Stockholm, Sweden and Oslo, Norway.

2.3 TD-SCDMA

Time Division Synchronous Code Division Multiple Access (TD-SCDMA) or UTRA/UMTS-TDD 1.28 Mcps Low Chip Rate (LCR), is an air interface found in UMTS mobile telecommunications networks in China as an alternative to W-CDMA. Together with TD-CDMA, it is also known as UMTS-TDD or IMT 2000 Time-Division (IMT-TD). The term "TD-SCDMA" is misleading. While it suggests covering only a channel access method based on CDMA, it is actually the common name for the whole air interface specification.  TD-SCDMA uses the S-CDMA channel access method across multiple time slots. 
2.3 OBJECTIVES
TD-SCDMA is being pursued in the People's Republic of China by the Chinese Academy of Telecommunications Technology (CATT), Datang and Siemens AG, in an attempt not to be dependent on Western technology. This is likely primarily for practical reasons, other 3G formats require the payment of patent fees to a large number of Western patent holders. However, the proponents of TD-SCDMA also claim that it is better suited for densely populated areas. Further, it is supposed to cover all usage scenarios, whereas W-CDMA is optimised for symmetric traffic and macro cells and TD-CDMA is best used in low mobility scenarios within micro or pico cells.  TD-SCDMA is based on spread spectrum technology which makes it unlikely that it will be able to escape completely the payment of license fees to western patent holders. The launch of a national TD-SCDMA network was initially projected by 2005  but only reached the largescale "commercial trials" with 60,000 users across eight cities in 2008. On January 7, 2009 China granted TD-SCDMA 3G licence to China Mobile. On September 21, 2009 China Mobile officially announced that it had 1.327m TD-SCDMA subscribers as at the end of August, 2009. While TD is primarily a China-only system, it may well be exported to developing countries. It is likely to be replaced with a newer LTE-TD system over the next 5 years.

DEPLOYMENT AND USAGE

On January 20, 2006, Ministry of Information Industry of the People's Republic of China formally announced that TD-SCDMA is the country's standard of 3G mobile telecommunication. On February 15, 2006, a timeline for deployment of the network in China was announced, stating pre-commercial trials would take place starting after completion of a number of test networks in select cities. These trials ran from March to October, 2006, but the results were apparently unsatisfactory. In early 2007, the Chinese government instructed the dominant cellular carrier, China Mobile, to build commercial trial networks in eight cities, and the two fixed-line carriers, China Telecom and China Netcom, to build one each in two other cities. The standard has been adopted by 3GPP since Rel-4, known as "UTRA TDD 1.28Mcps Option". On March 28, 2008, China Mobile Group announced TD-SCDMA "commercial trials" for 60,000 test users in eight cities from April 1, 2008. Networks using other 3G standards (WCDMA and CDMA2000 EV/DO) have still not been launched in China, as these were delayed until TD-SCDMA was ready for commercial launch. In January 2009 the Ministry of Industry and Information Technology (MIIT) in China took the unusual step of assigning licences for 3 different third-generation mobile phone standards to three carriers in a long-awaited step that is expected to prompt $41 billion in spending on new equipment. The Chinese-developed standard, TD-SCDMA, was assigned to China Mobile, the world's biggest phone carrier by subscribers. That appeared to be an effort to make sure the new system has the financial and technical backing to succeed. Licences for two existing 3G standards, W-CDMA and CDMA2000 1xEV-DO, were assigned to China Unicom and China Telecom, respectively. Third-generation, or 3G, technology supports Web surfing, wireless video and other services and the start of service is expected to spur new revenue growth.

TECHNICAL HIGHLIGHTS
TD-SCDMA uses TDD, in contrast to the FDD scheme used by W-CDMA. By dynamically adjusting the number of timeslots used for downlink and uplink, the system can more easily accommodate asymmetric traffic with different data rate requirements on downlink and uplink than FDD schemes. Since it does not require paired spectrum for downlink and uplink, spectrum allocation flexibility is also increased. Using the same carrier frequency for uplink and downlink also means that the channel condition is the same on both directions, and the base station can deduce the downlink channel information from uplink channel estimates, which is helpful to the application of beamforming techniques.

TD-SCDMA also uses TDMA in addition to the CDMA used in WCDMA. This reduces the number of users in each timeslot, which reduces the implementation complexity of multiuser detection and beamforming schemes, but the non-continuous transmission also reduces coverage (because of the higher peak power needed), mobility (because of lower power control frequency) and complicates radio resource management algorithms. The "S" in TD-SCDMA stands for "synchronous", which means that uplink signals are synchronized at the base station receiver, achieved by continuous timing adjustments. This reduces the interference between users of the same timeslot using different codes by improving the orthogonality between the codes, therefore increasing system capacity, at the cost of some hardware complexity in achieving uplink synchronization.

2.4 APPLICATIONS
The bandwidth and location information available to 3G devices gives rise to applications not previously available to mobile phone users. Some of the applications are:

· Mobile TV – a provider redirects a TV channel directly to the subscriber's phone where it can be watched. 

· Video on demand – a provider sends a movie to the subscriber's phone. 

· Video conferencing – subscribers can see as well as talk to each other. 

                   3. RESOURCE ALLOCATION TRENDS IN WIRELESS

3.1 INTRODUCTION

 
Orthogonal Frequency division multiplexing (OFDM) has recently been proposed for use in high data-rate wireless systems. OFDM has an important property of spectrum utilization technique that distributes each tone, which is orthogonal with every other tone. The system capacity can be significantly improved by multiple transmit and receive antennas that are used to form Multi-input multi-output (MIMO) channel. The combination of OFDM with MIMO transmission performance can be vastly improved by properly allocating the resources amongst different users. For that this paper proposes a multi-user Adaptive resource allocation scheme for Wireless Local Area Network (WLAN) transmission. Based on the channel information and power level, resource allocation algorithm assigns a set of subcarriers to each user and loads the corresponding subcarriers with different number of bits per OFDM symbol subject to resultant BER which should not be higher than target BER. The main objective of this proposed algorithm is to maximize the overall data rate of the channel. The improved performance of this system is compared with fixed resource allocation TDMA scheme and the simulation result shows that the minimum user’s capacity is appreciably improved compared to the TDMA scheme. OFDM has also been identified as a promising

interface solution for broadband wireless networks and 802.11a for its excellent performance over frequency selective channels. In multipath environment, MIMO system can increase the

transmission rate, system performance and it has enormous communication capacity. It is

suggested that different users are separated, by transmitting the data on different subcarriers. In multiple users are allowed to transmit on the same subcarriers because they can be separated in space domain by multiple antennas. It introduces Co Channel Interference (CCI), but provides the solution, by reduced complexity algorithm, where the users are classified according to their spatial separability, which is quantified by the correlation between the spatial signatures. OFDM has been selected as the basic modulation technique for several

high speed wireless networks like WLAN and uses IEEE standards including IEEE 802.11a, IEEE 802.11g and HYPERLAN/2. This paper proposes OFDM-MIMO system for WLAN 802.11a standard and its performance can be improved by Adaptive resource allocation technique. Basically two types of resource allocation techniques have been proposed in

the multi-user OFDM-MIMO system. They are fixed resource allocation and dynamic resource allocation. Fixed resource allocation scheme is not optimal since the scheme is fixed regardless of the present channel condition. Due to the time-varying nature of the wireless channel, dynamic resource allocation achieves higher performance. This is mainly classified into two technique as Margin Adaptive (MA) and Rate Adaptive (RA) technique. The MA technique objective is to achieve the minimum overall transmit power for the given constraints on the users’ data rate or Bit Error Rate (BER). The RA technique objective is to maximize each user’s error-free capacity with a total transmit power constraint. Performance of the system can be vastly improved by properly allocating resources amongst the different users. In this paper an adaptive resource allocation scheme algorithm for maximizing the minimum user’s capacity is proposed.

3.2 TASK GRAPH MODEL

With the rapid growth of wireless networks, there is an urgent need to develop new  technologies to achieve high resource utilization efficiency. This paper considers a multi-user OFDM-MIMO system that has K users and N subcarriers. Serial data from K users are fed into the resource allocation block, which allocates bits from different users to different subcarriers. Using the channel information, the transmitter applies the combined subcarrier, power and bit allocation algorithm to assign different subcarriers to different users and loads the corresponding subcarriers with different number of bits per OFDM symbol. We define, rn,k as the number of bits of kth user that are assigned on the nth subcarrier. Depending on the number of bits assigned to a subcarrier, the adaptive modulator will use the corresponding modulation scheme. The frequency domain complex symbols at the output of the adaptive modulators are transformed into the time domain samples by Inverse Fast Fourier Transform (IFFT). Cyclic extension of the time domain samples, known as guard interval is then added to ensure the orthogonality between the subcarriers. The transmitted signal is then passed

through AWGN channel. The magnitude of the  channel gain seen by the kth user on the nth subcarrier is denoted by gn,k. At receiver, the guard interval is removed to eliminate Inter Symbol Interference (ISI) and the time domain samples of the kth user are transformed by Fast Fourier Transform (FFT) into modulated symbol. The modulated symbols to bits

according to the subcarrier and bit allocation information are mapped.

3.3 ADAPTIVE RESOURCE ALLOCATION

In the adaptive resource allocation scheme, the number of bits of kth user that are assigned on the on the nth subcarrier is defined as

[image: image6.emf]
 rn,k take values in the set D = { 0,1,2, . . . M }, where M is the maximum number of information bits/OFDM symbol that can be transmitted by nth subcarrier. Let ρn,k be allocation indicator. In this case ρn,k =1 when nth subcarrier is allocated to the kth user, while ρn,k = 0 otherwise. pn denotes the power allocated to the nth subcarrier and σ2 n,k denote the channel noise variance measured over the bandwidth B. rn,k denotes the number of bits allocated to the kth user on the nth subcarrier. gn,k denotes the magnitude of the channel gain │Hn,k│of kth user on the nth subcarrier. The signal-to-noise gap Γ is a function of the permissible probability of symbol error Pe. Mathematically, the optimization problem is

[image: image7.emf]
 Subject to the following constraints C1 and C2

 C1: For all k∈ {1,2,. . . K} user,

                      N 

                    Pk = Σ pn,k 

                            n=1

 C2: For all n∈{1,2, . . . N} subcarrier, if there exists k′ with rn,k′ ≠ 0 

then rn,k = 0 ∀ k ≠ k′ 

Total transmit power among the various subcarriers are maintained constant. Let us consider the bit allocation algorithm for single-user environment. 

Bit Allocation Algorithm for Single user channel:

Rewrite the optimization problem in (2) for a single user case,

[image: image8.emf]
As the transmit power pn is fixed and known, we can calculate rn based on given channel  gain gn. {rn}forn={1,2,…N} is the final bit allocation solution.

Multi-user Subcarrier and Bit allocation:

The problem becomes more difficult in the multi-user environment. As users cannot share the same subcarrier, allocating bits to a subcarrier essentially prevents other users from using that subcarrier. The new optimization problem is
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Subject to
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Optimization Problem:

Maximize the overall data rate of the channel in terms of number of bits per subcarrier while simultaneously satisfying the requirements of each user’s data rate, BER and the total transmit power. 

(i)Based on channel information g2 n,k the OFDM transmitter assigns different subcarriers with different number of bits. 

(ii) The resultant BER should not be higher than target BER and the overall transmit power should be within the power constraint.

OBJECTIVE:

 (i) Assume number of subcarrier is larger than number of user.

(ii) The overall data rate of OFDM MIMO System is maximized when each subcarrier is assigned to user with the best SNR for that subcarrier with power subsequently distributed.

3.4 SIMULATION RESULTS

The performance of the proposed adaptive resource allocation scheme for OFDM-MIMO system is considered for the WLAN environment. Based on WLAN IEEE 802.11a standard, the main simulation parameters are presented in Table 1.

TABLE 1 System Parameter

Carrier Frequency- 5GHz

Bandwidth- 1MHz

Number of User- 16

Target BER- 10-2

Channel Encoding- No Coding

Number of subcarrier- 64

Guard Interval- 16

Channel Model- AWGN

Sample Period- 0.05μs

Bit Error Rate (BER) versus the average SNR (dB) for adaptive and Non-adaptive or fixed scheme BER obtained in the adaptive algorithm is reduced significantly compare to non adaptive scheme for the same average SNR (dB). In the proposed algorithm, based on the channel state information Hn,k, the number of subcarriers are allocated to each user. Selects the total number of subcarrier to be 64 and it is distributed among 16 users based on the proposed algorithm.Once the subcarrier allocation is fixed, the optimal bit and power allocation algorithm to every user is applied. The proposed algorithm distributes the total

transmit power Ptot of 1W, amongst the user depending on T. The throughput bits per subcarrier verses average SNR is plotted in Fig 5 for both adaptive and nonadaptive

technique and it shows that proposed adaptive technique improves throughput bits per

subcarrier compared to fixed technique. After the allocation of resources are completed, the minimum user’s capacity (bits/sec/Hz) is calculated for Ptot = 1W and Bandwidth = 1MHz.

The minimum user’s capacity of the proposed algorithm with the non-adaptive or fixed resource allocation of TDMA. For example, in the case of 12th user, user capacity is

doubled compared to TDMA scheme. That is, 0.35 (bits/sec/Hz) for TDMA and 0.70 (bits/sec/Hz) for the proposed adaptive resource allocation scheme.

The same concept of minimum user’s capacity for different value of Ptot is evaluated for 16 users for P tot values of 0.8, 1.0, 1.2 and,1.4. BW=1Mhz. The simulation results have shown the promising results in term of the minimum user’s capacity for several values of Ptot and the capacity is doubled compared to TDMA scheme by appropriate allocation of the resources (bit, subcarrier and power) amongst users.

4. ROUTING TRENDS IN MOBILE ADHOC NETWORK

4.1 INTRODUCTION 

With the advances of wireless communication technology, low-cost and powerful wireless transceivers are widely used in mobile applications. Mobile networks have attracted significant interests in recent years because of their improved flexibility and reduced costs. 

Compared to wired networks, mobile networks have unique characteristics. In mobile networks, node mobility may cause frequent network topology changes, which are rare in wired networks. In contrast to the stable link capacity of wired networks, wireless link capacity continually varies because of the impacts from transmission power, receiver sensitivity, noise, fading and interference. Additionally, wireless mobile networks have a high error rate, power restrictions and bandwidth limitations. 

Mobile networks can be classified into infrastructure networks and mobile ad hoc networks according to their dependence on fixed infrastructures. In an infrastructure mobile network, mobile nodes have wired access points (or base stations) within their transmission range. The access points compose the backbone for an infrastructure network. In contrast, mobile ad hoc networks are autonomously self-organized networks without infrastructure support. In a mobile ad hoc network, nodes move arbitrarily, therefore the network may experiences rapid and unpredictabe topology changes. Additionally, because nodes in a mobile ad hoc network normally have limited transmission ranges, some nodes cannot communicate directly with each other. Hence, routing paths in mobile ad hoc networks potentially contain multiple hops, and every node in mobile ad hoc networks has the responsibility to act as a router. 

Mobile ad hoc networks originated from the DARPA Packet Radio Network (PRNet)  and SURAN project. Being independent on pre-established infrastructure, mobile ad hoc networks have advantages such as rapid and ease of deployment, improved flexibility and reduced costs. Mobile ad hoc networks are appropriate for mobile applications either in hostile environments where no infrastructure is available, or temporarily established mobile applications which are cost crucial. In recent years, application domains of mobile ad hoc networks gain more and more importance in non-military public organizations and in commercial and industrial areas. The typical application scenarios include the rescue missions, the law enforcement operations, the cooperating industrial robots, the traffic management, and the educational operations in campus. Active research work for mobile ad hoc network is carrying on mainly in the fields of medium access control, routing, resource management, power control and security. Because of the importance of routing protocols in dynamic multi-hop networks, a lot of mobile ad hoc network routing protocols have been proposed in the last few years. There are some challenges that make the design of mobile ad hoc network routing protocols a tough task. Firstly, in mobile ad hoc networks, node mobility causes frequent topology changes and network partitions. Secondly, because of the variable and unpredictable capacity of wireless links, packet losses may happen frequently. Moreover, the broadcast nature of wireless medium introduces the hidden terminal and exposed terminal problems. Additionally, mobile nodes have restricted power, computing and bandwidth resources and require effective routing schemes. 

As a promising network type in future mobile applications, mobile ad hoc networks are attracting more and more researchers. This report gives the state-of-the-art review for typical routing protocols for mobile ad hoc networks, including classical MANET unicast and multicast routing algorithms and popular classification methods. In this report, related routing protocols are compared from an analysis point of view based on the classification methods.
4.2 LIMITATIONS OF TRADITIONAL ROUTING APPROACHES 

Routing is a fundamental issue for networks. A lot of routing algorithms have been proposed for wired networks and some of them have been widely used. Dynamic routing approaches are prevalent in wired networks. Distance Vector routing and Link State routing are two of the most popular dynamic routing algorithms used in wired networks. Distance Vector routing protocols are based on the Bellman-Ford routing algorithm. In Distance Vector routing, every router maintains a routing table (i.e. vector), in which it stores the distance information to all reachable destinations. A router exchanges distance information with its neighbors periodically to update its routing table. The distance can be calculated based on metrics such like hop number, queue length or delay. If multiple paths exist, the shortest one will be selected. The main drawback of Distance Vector routing algorithm is the slow convergence. Slow convergence leads to the "count-to-infinity" problem, i.e., some routers continuously increase the hop count to particular networks. The well-known Routing Information Protocol (RIP) is based on Distance Vector Routing. 

In Link State routing algorithm, each node periodically notifies its current status of links to all routers in the network. Whenever a link state change occurs, the respective notifications will be flooded throughout the whole network. After receiving the notifications, all routers re-compute their routes according to the fresh topology information. In this way, a router gets to know at least a partial picture of the whole network. In Link State routing, different metrics can be chosen, such like number of hops, link speed and traffic congestion. Shortest (or lowest cost) paths are calculated using Dijkstra’s algorithm. Open Shortest Path First (OSPF) [54] is an example of a link-state routing protocol. 

In wired networks, Distance Vector and Link State routing algorithms perform well because of the predictable network properties, such as static link quality and network topology. However, the dynamic features of mobile ad hoc networks deteriorate their effectiveness. In mobile ad hoc networks, when using a Distance Vector routing or Link State based routing protocol designed for wired networks, frequent topology changes will greatly increase the control overhead. Without remedy, the overhead may overuse scarce bandwidth of mobile ad hoc networks. Additionally, Distance Vector and Link State routing algorithms will cause routing information inconsistency and route loops when used for dynamic networks. 

Multicast is required by applications in which subsets of nodes have common interests for specific information. In such scenarios, multicast out-performs unicast due to the saving of bandwidth and computing resource. Multicast routing, together with multicast addressing and dynamic registration, provides supports for multicast in wired networks. The multicast routing avoids multiple transmissions of the same message to receivers belonging to the same subset. Many multicast routing schemes have been proposed for wired networks, both Internet and ATM. Multicast routing approaches, such as Distance Vector Multicast Routing Protocol (DVMRP) [50], Multicast Open Shortest Path First (MOSPF) [51], Protocol-Independent Multicast (PIM) [52, 53] have been widely used in wired networks. In most of them, distributed trees are built from the sender to receivers belonging to same group. DVMRP adopts reverse path forwarding and periodically applies flooding to discover new hosts that want to join a particular group. Some multicast routing protocols are dependent on specific unicast routing protocols. For example, Multicast OSPF (MOSPF) is an extension to the OSPF unicast routing protocol and includes multicast information in link state advertisements. Each MOSPF router knows all multicast groups currently residing in the network and builds a distribution tree for each source/group pair. Distribution trees must be re-computed either periodically or when there is a link state change. In contrast to MOSPF, the Protocol-Independent Multicast (PIM) was proposed to work with all existing unicast routing protocols. There are two types of PIM: the dense-model PIM and the sparse-model PIM. The dense-mode PIM was designed for environments where group members are packed relatively densely and enough bandwidth resource is available. Whereas the sparse-mode PIM refers to environments where group members are distributed across many regions of the network and bandwidth is scarce. 

As in wired networks, multicast is also appealing for mobile ad hoc networks. Multicast is an appropriate communication scheme for many mobile applications and can save bandwidth resource of wireless channels. Additionally, the inherent broadcast property of wireless channels can be exploited to improve multicast performance in mobile ad hoc networks. Compared to unicast routing schemes, designing multicast routing protocols for mobile ad hoc networks is more difficult. The node mobility makes keeping track of the multicast group membership more complicated and expensive than in wired networks. Also, a distribution tree suffers from frequent reconstruction because of node movements. Therefore, multicast routing schemes for mobile ad hoc networks must include mechanisms to cope with the difficulties incurred by node mobility and topology changes. 

4.3 EVALUATION METHODS 
Although numerous routing protocols have been proposed for mobile ad hoc networks, there is no “one-for-all” scheme that works well in scenarios with different network sizes, traffic overloads, and node mobility patterns. Moreover, those protocols are based on different design philosophies and proposed to meet specific requirements from different application domains. Thus, the performance of a mobile ad hoc routing protocol may vary dramatically with the variations of network status and traffic overhead. The performance variations of mobile ad hoc network routing protocols make it a very difficult task to give a comprehensive performance comparison for a large number of routing protocols. 

There are three different ways to evaluate and compare the performance of mobile ad hoc routing protocols. The first one is based on analysis [38] and uses parameters such as time complexity, communication complexity for performance evaluation. In the second method, routing performance is compared based to simulation results [9,39]. Network Simulator [27], GloMoSim [28] and OPNET [29] are wildly used simulators. The simulation results heavily dependent on the selection of simulation tools and configuration of simulation parameters. The last method is implementing routing protocols and analyze their performance using data from real-world implementations. This method is not suitable for comparison of a large number of routing protocols. 

Considering the dynamic network features, metrics for evaluating performance of mobile ad hoc network routing protocols are proposed in [2]. Generally, a properly designed mobile ad hoc routing protocol should adapt to the dynamic network changes quickly with lower consumption of communication and computing resources. 

4.4 CHARACTERISTICS OF ROUTING PROTOCOLS 
To compare and analyze mobile ad hoc network routing protocols, appropriate classification methods are important. Classification methods help researchers and designers to understand distinct characteristics of a routing protocol and find its relationship with others. Therefore, we present protocol characteristics which are used to group and compare different approaches in chapter 5. These characteristics mainly are related to the information which is exploited for routing, when this information is acquired, and the roles which nodes may take in the routing process. 

 PROACTIVE, REACTIVE AND HYBRID ROUTING 

One of the most popular method to distinguish mobile ad hoc network routing protocols is based on how routing information is acquired and maintained by mobile nodes. Using this method, mobile ad hoc network routing protocols can be divided into proactive routing, reactive routing and hybrid routing.

A proactive routing protocol is also called "table driven" routing protocol. Using a proactive routing protocol, nodes in a mobile ad hoc network continuously evaluate routes to all reachable nodes and attempt to maintain consistent, up-to-date routing information. Therefore, a source node can get a routing path immediately if it needs one. 

In proactive routing protocols, all nodes need to maintain a consistent view of the network topology. When a network topology change occurs, respective updates must be propagated throughout the network to notify the change. Most proactive routing protocols proposed for mobile ad hoc networks have inherited properties from algorithms used in wired networks. To adapt to the dynamic features of mobile ad hoc networks, necessary modifications have been made on traditional wired network routing protocols. Using proactive routing algorithms, mobile nodes proactively update network state and maintain a route regardless of whether data traffic exists or not, the overhead to maintain up-to-date network topology information is high. In Section 4, we will give introductions of several typical proactive mobile ad hoc network routing protocols, such as the Wireless Routing Protocol (WRP) [32], the Destination Sequence Distance Vector (DSDV) [4] and the Fisheye State Routing (FSR). 

Reactive routing protocols for mobile ad hoc networks are also called "on-demand" routing protocols. In a reactive routing protocol, routing paths are searched only when needed. A route discovery operation invokes a route-determination procedure. The discovery procedure terminates either when a route has been found or no route available after examination for all route permutations. 

In a mobile ad hoc network, active routes may be disconnected due to node mobility. Therefore, route maintenance is an important operation of reactive routing protocols. Compared to the proactive routing protocols for mobile ad hoc networks, less control overhead is a distinct advantage of the reactive routing protocols. Thus, reactive routing protocols have better scalability than proactive routing protocols in mobile ad hoc networks. However, when using reactive routing protocols, source nodes may suffer from long delays for route searching before they can forward data packets. The Dynamic Source Routing (DSR) [5] and Ad hoc On- demand Distance Vector routing (AODV) [17] are examples for reactive routing protocols for mobile ad hoc networks. 

Hybrid routing protocols are proposed to combine the merits of both proactive and reactive routing protocols and overcome their shortcomings. Normally, hybrid routing protocols for mobile ad hoc networks exploit hierarchical network architectures. Proper proactive routing approach and reactive routing approach are exploited in different hierarchical levels, respectively. In this report, as examples of hybrid routing protocols for mobile ad hoc networks, the Zone Routing Protocol (ZRP) [8], Zone-based Hierarchical Link State routing (ZHLS) [10] and Hybrid Ad hoc Routing Protocol (HARP) [11] will be introduced and analyzed. 

STRUCTURING AND DELEGATING THE ROUTING TASK 
Another classification method is based on the roles which nodes may have in a routing scheme. In a uniform routing protocol, all mobile nodes have same role, importance and functionality. Examples of uniform routing protocols include Wireless Routing Protocol (WRP), Dynamic Source Routing (DSR), Ad hoc On-demand Distance Vector routing (AODV) and Destination Sequence Distance Vector (DSDV) routing protocol. Uniform routing protocols normally assume a flat network structure. In a non-uniform routing protocol for mobile ad hoc networks, some nodes carry out distinct management and/or routing functions. Normally, distributed algorithms are exploited to select those special nodes. In some cases, non-uniform routing approaches are related to hierarchical network structures to facilitate node organization and management. Non-uniform routing protocols further can be divided according to the organization of mobile nodes and how management and routing functions are performed. Following these criteria, non-uniform routing protocols for mobile ad hoc networks are divided into zone based hierarchical routing; cluster-based hierarchical routing and core-node based routing. 

In zone based routing protocols, different zone constructing algorithms are exploited for node organization, e.g some zone constructing algorithms uses geographical information. Also zones may overlap or not depending on the constructing method. Exploiting zone division effectively reduces the overhead for routing information maintenance. Mobile nodes in the same zone know how to reach each other with smaller cost compared to maintaining routing information for all nodes in the whole network. In some zone based routing protocols, specific nodes act as gateway nodes and carry out inter-zone communication. The Zone Routing Protocol (ZRP) and Zone-based Hierarchical Link State routing (ZHLS)  are zone based hierarchical routing protocols for mobile ad hoc networks. 

A cluster based routing protocol uses specific clustering algorithm for clusterhead election. Mobile nodes are grouped into clusters and clusterheads take the responsibility for membership management and routing functions. Clusterhead Gateway Switch Routing (CGSR) will be introduced in Section 5 as an example of cluster based mobile ad hoc network routing protocols. Some cluster based mobile ad hoc network routing protocols potentially support a multi-level cluster structure, such as the Hierarchical State Routing (HSR) . 

In core-node based routing protocols for mobile ad hoc networks, critical nodes are dynamically selected to compose a "backbone" for the network. The “backbone” nodes carry out special functions, such as routing paths construction and control/data packets propagation. Core-Extraction Distributed Ad Hoc Routing (CEDAR) is a typical core-node based mobile ad hoc network routing protocols. 

 EXPLOTING NETWORK METRICS FOR ROUTING 
Metrics used for routing path construction can be used as criteria for mobile ad hoc network routing protocol classification. Most routing protocols for mobile ad hoc networks use "hop number" as a metric. If there are multiple routing paths available, the path with the minimum hop number will be selected. If all wireless links in the network have the same failure probability, short routing paths are more stable than the long ones and can obviously decrease traffic overhead and reduce packet collisions. However, the assumption of the same failure properties may not be true in mobile ad hoc networks. Therefore, the stability of a link has to be considered in the route construction phase. For example, routing approaches such as Associativity Based Routing (ABR) and Signal Stability based Routing (SSR) are proposed that use link stability or signal strength as metric for routing. 

With the popularity of mobile computing, some mobile applications may have different QoS requirements. To meet specific QoS requirements, appropriate QoS metrics should be used for packet routing and forwarding in mobile ad hoc networks. As in wired networks, QoS routing protocols for mobile ad hoc networks can use metrics, such as bandwidth, delay, delay jitter, packet loss rate and cost. As an example, bandwidth and link stability are used in CEDAR as metrics for routing path construction. 

 EVALUATING TOPOLOGY, DESTINATION AND LOCATION FOR ROUTING 
In a topology based routing protocol for mobile ad hoc networks, nodes collect network topology information for making routing decisions. Other than topology based routing protocols, there are some destination-based routing protocols proposed in mobile ad hoc networks. In a destination–based routing protocol a node only needs to know the next hop along the routing path when forwarding a packet to the destination. For example, DSR is a topology based routing protocol. AODV and DSDV are destination based routing protocols. The availability of GPS or similar locating systems allows mobile nodes to access geographical information easily. In location-based routing protocols, the position relationship between a packet forwarding node and the destination, together with the node mobility can be used in both route discovery and packet forwarding. Existing location-based routing approaches for mobile ad hoc networks can be divided into two schemes. In the first scheme, mobile nodes send packets merely depending on the location information and do not need any extra knowledge. The other scheme uses both location information and topology information. Location Aided Routing (LAR) and Distance Routing Effect Algorithm for Mobility (DREAM)  are typical location-based routing protocols proposed for mobile ad hoc networks. Finally, for some mobile applications it is desirable to use the content of a message for routing instead of a destination address. 

MULTICAST ROUTING PROTOCOLS 

Most classification methods used for unicast routing protocols for mobile ad hoc networks are also applicable for existing multicast routing protocols. For example, multicast routing algorithms for mobile ad hoc networks can be classified into reactive routing and proactive routing. The Ad-hoc Multicast Routing (AMRoute) and Ad hoc Multicast Routing protocol utilizing Increasing id-numberS (AMRIS) belong to category of proactive multicast routing and the On-Demand Multicast Routing Protocol (ODMRP) and Multicast Ad hoc On-demand Distance Vector (MAODV) [61] are reactive multicast routing protocols. 

There is a classification method particularly used for multicast routing protocols for mobile ad hoc networks. This method is based on how distribution paths among group members are constructed. According to this method, existing multicast routing approaches for mobile ad hoc networks can be divided into tree based multicast routing, mesh based multicast routing, core based multicast routing and group forwarding based multicast. 

Tree based multicast routing protocols can be further divided into source-rooted and core-rooted schemes according to the roots of the multicast trees. In source-rooted tree based multicast routing protocols, source nodes are roots of multicast trees and execute algorithm for distribution tree contraction and maintenance. This requires that a source must know the topology information and addresses of all its receivers in the multicast group. Therefore, source-rooted tree based multicast routing protocols suffer from control traffic overhead when used for dynamic networks. The AMRoute [46] is an example for source-rooted tree multicast routing. 

In a core-based multicast routing protocol, cores are nodes with special functions such as multicast data distribution and membership management. Some core-based multicast routing protocols utilize tree structures also, but unlike source-rooted tree based multicast routing, multicast trees are rooted at core nodes. For different core-based multicast routing protocols, core nodes may perform various routing and management functions. For example, in CTB and AMRIS, cores are cross points for all traffic flows of multicast groups and may becomes bottlenecks of the network. On the other hand, in protocols like CAMP, core nodes are not necessarily part of all routing paths. 

In a mesh-based multicast routing protocol, packets are distributed along mesh structures that are a set of interconnected nodes. The mesh structure is more robust than the tree structure when used for multicast routing in dynamic networks because a mesh provides alternate paths when link failure occurs. However, the cost for maintaining mesh structures are normally higher than trees. The ODMRP and Core-Assisted Mesh Protocol (CAMP) are mesh-based multicast routing protocols proposed for mobile ad hoc networks. 

In the group forwarding based multicast routing, a set of mobile nodes is dynamically selected as forwarding nodes for a multicast group. Forwarding nodes take the responsibility for multicast packet distribution. Using this scheme, it is possible to get multiple routing paths, and duplicate messages will reach a receiver through different paths. ODMRP is a group forwarding based multicast routing protocol using adaptive forwarding groups. 
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5. WIRELESS SENSORS
5.1 INTRODUCTION

A Wireless Sensor Network (WSN) consists of spatially distributed autonomous sensors to cooperatively monitor physical or environmental conditions, such as temperature, sound, vibration, pressure, motion or pollutants. The development of wireless sensor networks was motivated by military applications such as battlefield surveillance and are now used in many industrial and civilian application areas, including industrial process monitoring and control, machine health monitoring environment and habitat monitoring, healthcare applications, home automation, and traffic control.  In addition to one or more sensors, each node in a sensor network is typically equipped with a radio transceiver or other wireless communications device, a small microcontroller, and an energy source, usually a battery. A sensor node might vary in size from that of a shoebox down to the size of a grain of dust, although functioning "motes" of genuine microscopic dimensions have yet to be created. The cost of sensor nodes is similarly variable, ranging from hundreds of dollars to a few pennies, depending on the complexity of the individual sensor nodes. Size and cost constraints on sensor nodes result in corresponding constraints on resources such as energy, memory, computational speed and communications bandwidth.  A sensor network normally constitutes a wireless ad-hoc network, meaning that each sensor supports a multi-hop routing algorithm where nodes function as forwarders, relaying data packets to one of more "base stations". In computer science and telecommunications, wireless sensor networks are an active research area with numerous workshops and conferences arranged each year.

	

	
	


5.2 CHARACTERISTICS
Unique characteristics of a WSN include:

· Limited power they can harvest or store 

· Ability to withstand harsh environmental conditions 

· Ability to cope with node failures 

· Coping with mobility of nodes 

· Dynamic network topology 

· Communication failures 

· Heterogeneity of nodes 

· Large scale of deployment 

· Unattended operation 

· Node capacity is scalable,only limited by bandwidth of gateway node. 

Sensor nodes can be imagined as small computers, extremely basic in terms of their interfaces and their components. They usually consist of a processing unit with limited computational power and limited memory, sensors (including specific conditioning circuitry), a communication device (usually radio transceivers or alternatively optical), and a power source usually in the form of a battery. Other possible inclusions are energy harvesting modules, secondary ASICs, and possibly secondary communication devices (e.g. RS-232 or USB). The base stations are one or more distinguished components of the WSN with much more computational, energy and communication resources. They act as a gateway between sensor nodes and the end user as they typically forward data from the WSN on to a server.
5.3 STANDARDS AND SPECIFICATIONS
Several standards are currently either ratified or under development for wireless sensor networks. There are a number of standardization bodies in the field of WSNs. The IEEE focuses on the physical and MAC layers; the Internet Engineering Task Force works on layers 3 and above. In addition to these, bodies such as the International Society of Automation provide vertical solutions, covering all protocol layer. Finally, there are also several non-standard, proprietary mechanisms and specifications. Standards are used far less in WSNs than in other computing systems. However predominant standards commonly used in WSN communications include:

· ISA100 

· IEEE 1451 

· ZigBee 

· 802.15.4 

· EnOcean 

· IETF RPL 

HARDWARE
The main challenge is to produce low cost and tiny sensor nodes. With respect to these objectives, many current sensor nodes are prototypes. There are an increasing number of small companies producing WSN hardware and the commercial situation can be compared to home computing in the 1970s. Miniaturization and low cost are understood to follow from recent and future progress in the fields of MEMS and NEMS. Some of the existing sensor nodes are given below. Many of the nodes are still in the research and development stage, particularly their software. Also inherent to sensor network adoption is the availability of a very low power method for acquiring sensor data wirelessly. Low power integrated radio transceivers are beginning to appear in "System on chip" ("SoC") CPUs which dramatically reduce the system size.
SOFTWARE
Energy is the scarcest resource of WSN nodes, and it determines the lifetime of WSNs. WSNs are meant to be deployed in large numbers in various environments, including remote and hostile regions, with ad-hoc communications as key. For this reason, algorithms and protocols need to address the following issues:

· Lifetime maximization 

· Robustness and fault tolerance 

· Self-configuration 

Some of the "hot" topics in WSN software research are:

· Operating systems and debugging - see below 

· Security 

· Mobility (when sensor nodes or base stations are moving) 

· Usability - human intereface for deployment and management, debugging and end-user control 

· Middleware: the design of middle-level primitives between high level software and the systems 

OPERATING SYSTEMS
Operating systems for wireless sensor network nodes are typically less complex than general-purpose operating systems. They more strongly resemble embedded systems, for two reasons. First, wireless sensor networks are typically deployed with a particular application in mind, rather than as a general platform for installing new applications. Second, a need for low costs and long lifetimes on limited batteries leads most wireless sensor nodes to have low-power microcontrollers, rather than high-power processors: mechanisms such as virtual memory either unnecessary or too expensive to implement. Wireless sensor network hardware is not different from traditional embedded systems and it is therefore possible to use embedded operating systems such as eCos or uC/OS for sensor networks. However, such operating systems are often designed with real-time properties. Unlike traditional embedded operating systems, however, operating systems specifically targeting sensor networks often do not have real-time support. This is because they operate at a low duty cycle: when resources are almost entirely idle for energy reasons, scheduling access to those resources is trivial.

TinyOS is perhaps the first operating system specifically designed for wireless sensor networks. Unlike most other operating systems, TinyOS is based on an event-driven programming model instead of multithreading. TinyOS programs are composed into event handlers and tasks with run to completion-semantics. When an external event occurs, such as an incoming data packet or a sensor reading, TinyOS signals the appropriate event handler to handle the event. Event handlers can post tasks that are scheduled by the TinyOS kernel some time later. Both the TinyOS system and programs written for TinyOS are written in a special programming language called nesC which is an extension to the C programming language. NesC is designed to detect race conditions between tasks and event handlers. While early versions of TinyOS required writing all code in event-driven nesC, versions 2.1 and later of TinyOS support fully preemptive threads and allows programming those threads in C.

Examples of other operating systems include Contiki, MANTIS, BTnut, LiteOS, and Nano-RK. Contiki is designed to support loading modules over the network and supports run-time loading of standard ELF files. The Contiki kernel is event-driven, like TinyOS, but the system supports multithreading on a per-application basis. Furthermore, Contiki includes protothreads that provide a thread-like programming abstraction but with a very small memory overhead.  Unlike the event-driven Contiki kernel, the MANTIS and Nano-RK kernels are based on preemptive multithreading. With preemptive multithreading, applications do not need to explicitly yield the microprocessor to other processes. Instead, the kernel divides the time between the active processes and decides which process that currently can be run which makes application programming easier. Nano-RK is a real-time resource kernel that allows fine grained control of the way tasks get access to CPU time, networking and sensors. Like TinyOS and Contiki, SOS is an event-driven operating system. The prime feature of SOS is its support for loadable modules. A complete system is built from smaller modules, possibly at run-time. To support the inherent dynamism in its module interface, SOS also focuses on support for dynamic memory management. BTnut is based on cooperative multi-threading and plain C code, and is packaged with a developer kit and tutorial. LiteOS is a newly developed OS for wireless sensor networks, which provides UNIX like abstraction and support for C programming language. For example, it allows users to use commands such as ls to display the nodes in a sensor network, or cp to transfer data to or from sensor nodes. 

ERIKA Enterprise is one of the newcomers as operating systems for sensor networks. Being an open-source real-time kernel, ERIKA Enterprise provides an operating system API similar to the OSEK/VDX API used in automotive, together with the uWireless wireless software stack providing a 802.15.4 with Guaranteed Time Slot (GTS) support, which is very important when there is need for real-time traffic guarantees on wireless sensor networks. As with operating systems for general computers these all have their own characteristics and weaknesses, especially as they are not very mature.

5.4 IMPLEMENTATION
Sometimes coupled with a specific Operating System are implementations of Wireless Sensor Network protocols.

· OpenWSN is an open-source implementation of a fully standards-based protocol stack (IEEE802.15.4E, 6LoWPAN, RPL, TCP/UDP, OpenADR) in TinyOS, developed at the University of California, Berkeley. It focuses on medium access control. 

	
	


· The Berkeley Low-power IP stack (BLIP) comes with the TinyOS distribution and focuses on Internet integration of a WSN using 6LoWPAN.

· uIPv6 is a small IPv6 stack for WSNs, which is "IPv6 ready". It ships with the Contiki operating system. 

ALGORITHM
WSNs are composed of a large number of sensor nodes, therefore, distributed algorithms are often targeted. WSNs are often energy-constrained, that is, energy is a scarce resource, and one of the most energy-expensive operations are data transmission and idle listening. For this reason, much algorithmic research in WSNs focuses on the study and design of energy aware algorithms for saving energy by reducing the amount of data being transmitted. To this end, techniques often employed are data aggregation, power cycling and the use of topology control algorithms.

Another characteristic to take into account is that due to the constrained radio transmission range and the polynomial growth in the energy-cost of radio transmission with respect to the transmission distance, it is very unlikely that every node will reach the base station, so data transmission is usually multi-hop (from node to node, towards the base stations). The algorithmic approach to modelling, simulating and analyzing WSNs differentiates itself from the protocol approach by the fact that the idealised mathematical models used are more general and easier to analyze. However, they are sometimes less realistic than the models used for protocol design, since an algorithmic approach often neglects timing issues, protocol overhead, the routing initiation phase and sometimes distributed implementation of the algorithms. 
5.5 SIMULATORS
Simulators of Wireless Sensor networks come in all shapes and sizes. These range from those based on NS2, NS3, OMNET++ and OPNET, Jemula802, etc. to others which are based on advanced programming paradigms such as Agent-based modeling.

SIMULATION USING AGENT-BASED MODELING
Agent-based modeling and simulation offers a relatively newer and flexible approach for the modeling and simulation of wireless sensors. Basically used for modeling any type of Complex System, Agent-Based Modeling can be easily used for the development of simulation models for sensor and actuator networks as well as ad-hoc networks. It is especially useful since it has a relatively shorter learning curve than traditional simulators. Its ease of use lies in the fact that this approach allows the designer to focus on solving the actual problem of application design rather than worry about the transport of messages and basic working of the communication paradigm. Before their use in the domain of Sensor Networks, they have been used to model and simulate different types of Complex Adaptive Systems. FABS (Formal Agent-Based Simulation framework) is a framework for the modeling of Wireless Sensor Networks and a Complex Adaptive Environment  . It is interesting to note that the approach of using ABM in Wireless Sensor Networks is different from the use of Agent-Based Computing in WSANs. So, where traditional simulation models are developed using NS2, NS3, OPNET, OMNET++ etc., agent-based simulation models or agent-based models are developed using tools such as NetLogo, Mason, StarLogo, Repast and so on. Another way of examining the difference is by looking at the perspective of the simulation. In traditional agent-based models, the focus is on large-scale and numerous interacting entities where the simple interactions at the node/entity level gives rise to global phenomena such as Emergence, which actually makes this paradigm suitable for use in the simulation of large-scale Wireless Sensor and Actuator Networks.
DISCUSSION OF INDIVIDUAL SIMULATORS

                    


            Fig 5.1: Flooding Technique in Wireless Sensor Network by Qasim Siddique
There are network simulator platforms specifically designed to model and simulate Wireless Sensor Networks, like TOSSIM, which is a part of TinyOS and COOJA which is a part of Contiki. Traditional network simulators like ns-2 have also been used. A platform independent component based simulator with wireless sensor network framework, J-Sim can also be used. In addition, there is a simulator focused on the evaluation of topology control protocols in WSNs called Atarraya. An extensive list of simulation tools for Wireless Sensor Networks can be found at the CRUISE WSN Simulation Tool Knowledgebase.

Based on the OMNeT++ network simulator architecture, Mobility Framework and Castalia can be used for simulation of wireless sensor networks. Based on Matlab, the Prowler (Probabilistic Wireless Network Simulator) toolbox is available. JProwler is a version of Prowler written in Java. QualNet Network Simulator can be used to simulate Wireless Sensor Network Developed using C# under Visual Studio 2008, WSNSim is available for download from WSNPedia. While WSNSim comes equipped with the behaviour of the classic LEACH and HEED clustering protocols in WSN, it is mainly a simulation framework that can be adopted to try other clustering and/or routing protocols in WSN, on a common testbench. It also introduces the t-SNIPER algorithm that utilizes a socio-economic model of trust based routing scheme.

DISTRIBUTED SENSOR NETWORK
If we use centralized architecture in sensor network suppose centralized node is failed then the entire network collapses& hence we can increase the reliability of sensor network by using distributed architecture. in sensor network we are using distributed system because of the following reasons like 1.Sensor nodes are prone to failure 2.For better collection of data 3.To provide nodes with backup in case of failure. We also take care of of node sensing redundant information,ans forwarding those data which is of no use. there is also no centralized body to allocate the resources and they have to be self organized.

DATA VISUALIZATION
The data gathered from wireless sensor networks is usually saved in the form of numerical data in a central base station. Additionally, the Open Geospatial Consortium (OGC) is specifying standards for interoperability interfaces and metadata encodings that enable real time integration of heterogeneous sensor webs into the Internet, allowing any individual to monitor or control Wireless Sensor Networks through a Web Browser. 

5.6 APPLICATIONS
The applications for WSNs are varied, typically involving some kind of monitoring, tracking, or controlling. Specific applications include habitat monitoring, object tracking, fire detection, land slide detection and traffic monitoring. In a typical application, a WSN is deployed in a region where it is meant to collect data through its sensor nodes.

AREA MONITORING

Area monitoring is a common application of WSNs. In area monitoring, the WSN is deployed over a region where some phenomenon is to be monitored. For example, a large quantity of sensor nodes could be deployed over a battlefield to detect enemy intrusion. When the sensors detect the event being monitored (heat, pressure, sound, light, electro-magnetic field, vibration, etc.), the event is reported to one of the base stations, which then takes appropriate action (e.g., send a message on the internet or to a satellite). Similarly, wireless sensor networks can use a range of sensors to detect the presence of vehicles ranging from motorcycles to train cars.

ENVIRONMENTAL MONITORING

A number of WSNs have been deployed for environmental monitoring. Many of these have been short lived, often due to the prototype nature of the projects. Examples of longer-lived deployments are monitoring the state of permafrost in the Swiss Alps: The PermaSense Project, PermaSense Online Data Viewer ASTEC Project.and glacier monitoring.

GREENHOUSE MONITORING
Wireless sensor networks are also used to control the temperature and humidity levels inside commercial greenhouses. When the temperature and humidity drops below specific levels, the greenhouse manager must be notified via e-mail or cell phone text message, or host systems can trigger misting systems, open vents, turn on fans.

MACHINE HEALTH MONITORING
Wireless sensor networks have been developed for machinery condition-based maintenance (CBM) as they offer significant cost savings and enable new functionalities. In wired systems, the installation of enough sensors is often limited by the cost of wiring, which runs between $10–$1000 per foot.Previously inaccessible locations, rotating machinery, hazardous or restricted areas, and mobile assets can now be reached with wireless sensors. Often, companies use manual techniques to calibrate, measure, and maintain equipment. This labor-intensive method not only increases the cost of maintenance but also makes the system prone to human errors. Especially in US Navy shipboard systems, reduced manning levels make it imperative to install automated maintenance monitoring systems. Wireless sensor networks play an important role in providing this capability.

WATER/WASTEWATER MONITORING
There are many opportunities for using wireless sensor networks within the water/wastewater industries. Facilities not wired for power or data transmission can be monitored using industrial wireless I/O devices and sensors powered using solar panels or battery packs.

LANDFILL GROUND WELL LEVEL MONITORING AND PUMP COUNTER
Wireless sensor networks can be used to measure and monitor the water levels within all ground wells in the landfill site and monitor leachate accumulation and removal. A wireless device and submersible pressure transmitter monitors the leachate level. The sensor information is wirelessly transmitted to a central data logging system to store the level data, perform calculations, or notify personnel when a service vehicle is needed at a specific well. It is typical for leachate removal pumps to be installed with a totalizing counter mounted at the top of the well to monitor the pump cycles and to calculate the total volume of leachate removed from the well. For most current installations, this counter is read manually. Instead of manually collecting the pump count data, wireless devices can send data from the pumps back to a central control location to save time and eliminate errors. The control system uses this count information to determine when the pump is in operation, to calculate leachate extraction volume, and to schedule maintenance on the pump. 

WATER TOWER LEVEL MONITORING
Water towers are used to add water and create water pressure to small communities or neighborhoods during peak use times to ensure water pressure is available to all users. Maintaining the water levels in these towers is important and requires constant monitoring and control. A wireless sensor network that includes submersible pressure sensors and float switches monitors the water levels in the tower and wirelessly transmits this data back to a control location. When tower water levels fall, pumps to move more water from the reservoir to the tower are turned on. 

AGRICULTURE
Using wireless sensor networks within the agricultural industry is increasingly common. Gravity fed water systems can be monitored using pressure transmitters to monitor water tank levels, pumps can be controlled using wireless I/O devices, and water use can be measured and wirelessly transmitted back to a central control center for billing. Irrigation automation enables more efficient water use and reduces waste.

FLEET MONITORING

It is possible to put a mote with a GPS module on-board of each vehicle of a fleet. The mote gathers it's position via the GPS module, and reports its coordinates so that the location is tracked in real-time. The motes can be equipped with temperature sensors to avoid any disruption of the cold chain, helping to ensure the safety of food, pharmaceutical and chemical shipments. In situations where there is not reliable GPS coverage, like inside buildings, garages and tunnels, using information from GSM cells is an alternative for to GPS localization.

6. WIRED AND WIRELESS COMMUNICATION IN

RAILWAY SIGNALLING

6.1 INTRODUCTION

The technical objective of this project was to develop a wireless acoustic emission system to monitor fatigue crackgrowth rates in steel bridges and to compare its   performance with the hardwired technology currently used. The wireless prototype system performance compared favorably with the wired system during field tests on a CN steel railway bridge. A cost comparison that included estimated costs for hardware,  installation, and interpretation/reporting by an NDT engineer revealed that the wireless system costs were about one-tenth of those for a comparable wired system. Acoustic Emission testing is a mature nondestructive testing technology commonly used to detect fatigue cracks in pressure vessels, atmospheric storage tanks, and steel bridges. During an acoustic emission test, the tested structure must be stressed to stimulate fatigue crack growth. If a fatigue crack grows under stress, it will emit a sound wave, also known as an acoustic emission, that travels through the structure. Acoustic emission sensors and

instrumentation are designed to detect sound waves emitted from active fatigue cracks while filtering out environmental noise. The rate and intensity of acoustic emission from fatigue cracks is used to characterize crack growth rate. The information may then be used by the bridge engineer to assess the requirement for maintenance action.


6.2 MEMBERS IN STEEL BRIDGES


Acoustic emission testing procedures are applied to a number of areas where in-service experience indicates that monitoring attention should be focused. These have been formalized into fracture-critical categories. The concept of fracture-critical members plays an important role in both the design and maintenance of steel bridges. The term fracture-critical is applied to both the bridge and the fracture-critical members on the bridge. A fracture-critical bridge is one that has one or more fracture critical members. A fracture-critical member is a tension member whose failure would result in collapse and catastrophic failure of the bridge. Fracture-critical analysis determines if a bridge is subject to catastrophic failure through fracture and identifies were the fracture-critical

members are. This permits inspectors to focus attention on these critical locations during the service life of the bridge and to detect problems well ahead of failure. The following (abridged from notes by Dr. John Fisher, Lehigh University) outlines some critical points on steel bridges where fatigue cracks are most likely to occur: 

(1) At groove welds on flanges, webs, longitudinal stiffeners and between longitudinal stiffeners and intersecting members.

(2) At welded cover plates on flanges of beams and girders.

(3) At ends of various reinforcements or attachments plates welded on girder flanges, webs or truss members. This includes welded splices between parts; lateral gusset plates; repairs using welded doubler plates; attachments for signs, railings and light fixtures.

(4) At diaphragm connections on girder bridges. Cracks may occur at ends of both riveted or welded diaphragm connection plates on girder webs.

(5) At the end connections of floor beams or diaphragms.

(6) At floor beam bracket connections to girder webs and at tie plates between floor beams and outrigger brackets.

(7) At stringer to floor beam connections – connection angles for example.

(8) At lateral bracing connections to girders, including gusset plates welded to girder webs or flanges and at welds connecting gusset plates to diaphragms.


(9) At transverse stiffeners.

(10) At box girder diaphragms and connections.

(11) At truss bridge floor beams including connections to verticals and connections to lateral braces. At truss bridge verticals and diagonals especially at verticals near bridge ends and at vertical or diagonal eye bars.

(12) At pin connected links or hangers of multi span bridges. This includes cracks at the edge of pin holes, at the width transition or at the bar edge. Extra attention needs to be given to in-plane bending if the pins and links are frozen as a result of corrosion.

The fracture-critical member monitored during this project was a connection angle with an existing fatigue crack. The role of the connection angle is to connect the stringer to a vertical member. The stringer runs parallel to train traffic. The connection angle is a single unit with perpendicular flanges. The inside corner of the connection angle is filleted. Each connection angle flange has a series of fastener holes through which it is connected to a vertical or horizontal bridge member. 

ACOUSTIC EMISSION

Although fatigue cracks develop in most bridges, in many cases they propagate only a certain distance and become dormant due to stress relaxation. However, when propagation continues, advanced inspection methods can provide the bridge engineer with the additional information required to decide at a specific fracture-critical location

whether no further action is required, the location should be monitored more frequently than scheduled inspections, or how soon funds should be allocated for repair or replacement. In such a case,- acoustic emission may be used to classify the severity of fatigue cracks in fracture-critical members. It also includes a technique for classifying

fatigue crack activity. Acoustic emission results are particularly useful for determining if cracks are stable or growing and whether repairs may be delayed or may not be required. It is a key source of engineering data to enhance safety and ensure ongoing availability, while reducing repair/refurbishment costs. When a load is applied is to a fracture-critical member with an existing fatigue crack, stre ss concentration around the crack tip (leading edge of crack) can cause extensive plastic deformation, followed by work hardening,

and, eventually, brittle fracture through this hardened area into a more ductile zone beyond the plastic deformation zone. This process repeats itself as the fatigue crack propagates through the member. This is called subcritical.

μSABRETM will be marketed to:

• Major railroads

• Shortline railroads

• Commuter railroads

• State departments of transportation

• Maintainers of federally-owned steel bridges

• International bridge owner/operators

Using this IDEA product, it is forecast that steel bridge maintenance engineers will be able to monitor up to ten times more fracture-critical bridge structures on existing  maintenance budgets. This added capability will have a positive impact on transportation practice via improved bridge safety and reliability. The product marketing

literature shown in the next two pages is currently being forwarded to existing and potential customers. μSABRETM may be deployed remotely for hours or months depending on the application. For longer monitoring periods, the client can login to μSABRETM  through a secure on-line connection to observe real-time inspection results. Sensors are rapidly deployed on target structures. Bridge configurations most often monitored include:

• Hanger connections

• Link pin connection

• Copes and stringers

• Stiffener-to-weld connections

• Connection angles

• Repairs to known fatigue cracks

6.3 ECONOMIC IMPACT OF ΜSABRETM INSPECTION

In a case study of a 1000-foot long open deck bridge built in 1910 with roughly 33 million gross tons of annual traffic, which is approximately a 115% increase in MGT since its construction, cracks were observed at the bottom of intermediate stiffeners where they connect to the transverse brace frames. The replacement of these spans, estimated at approximately $10 M appeared to be the inevitable recourse. AE monitoring carried out by SABRETM assessed the crack activity levels of critical areas. It was

possible to delay replacement and adopt a manageable risk strategy to maintain existing and projected levels of safe train operations.

SYSTEM COSTING ANALYSIS – SABRETM VS. ΜSABRETM

In this section, a revised costing analysis for the commercial version of μSABRETM is presented. Costing is provided for the monitoring of the Victoria Bridge and compared with the documented costs for SABRETM installation. The analysis considers the following cost factors:

• Monitoring system installation direct labor

• Monitoring system direct materials

• Reporting and interpretation direct labor

6.4 MONITORING SYSTEM INSTALLATION COSTS

In many cases, 30 to 100 feet of cable is required to link the acoustic emission sensor to the remote PC . Setup of the wired system on the Victoria Bridge connection angle took approximately 3 hours. The majority of this time was dedicated to running cable under ties, rail, and sub-deck to access the desired fracture-critical member. Installation of the wireless system took approximately 0.5 hours. The wireless system performs automated feature extraction at the sensor and transmits this information

back to a remote laptop for review. The wired system transmits waveforms back to the field PC from which signal features need to be extracted by a technician using software tools. The interpretation and reporting of the wired system inspection data took approximately 8 hours. Interpretation and reporting of wireless inspection data took

two hours for the same test. The wired cost estimate is $13,850. The majority of this cost is incurred by legacy hardware which includes the 4-channel PC card and ruggedized computer. Legacy hardware refers to the personal computer based acoustic  instrumentation that has been used for the last two decades by the majority of the acoustic emission inspection service providers. The wireless equipment cost reflects the hardware required to support a full commercial version of the technology. The wireless hardware cost, which now includes 4 piezoelectric sensors, is- estimated at $1,290 compared to $13,850 for the wired version. The customized hardware developed during the

course of this project is up to one tenth cheaper than the conventional system being used.

6.5 TECHNOLOGY LIMITATIONS


An objective of this project was to develop and evaluate the feasibility of using capacitive MEMs acoustic emission sensors as an alternative to the piezoelectric sensors used currently. The MEMS sensors showed potential to be manufactured at one tenth the cost of the piezo sensors. Before this project, however, their sensitivity to acoustic emission generated from flaws in bridges was largely unknown. Two MEMS  development cycles were undertaken by Carnegie Mellon University at significant cost.

In the first cycle, they fabricated an unsealed device. The MEMS sensor, manufactured using the PolyMUMPs process, is a capacitive device that consists of many tiny  membranes. The membrane top and bottom plates are plated electrodes. Therefore, each tiny membrane behaves like a capacitor. During the fabrication process, a gap must be etched out from the polysilicon substrate using the etchant holes shown in Figure 13. It is

desirable to not seal and evacuate the membrane cavity from a cost perspective due to the additional process steps. The unsealed – non-evacuated device, however, will have lower sensitivity compared to the sealed – evacuated device. Stage II tests showed that the unsealed – non-evacuated sensor did not detect acoustic emission from the

steel test specimen. Greater sensitivity was sought in order to detect acoustic emission events coupled from a steel structure and to support the objectives of this project.

6.6 PLANS FOR IMPLEMENTATION

Clients are ready to adopt the wireless technology once it has been subjected to more long-term testing. The technology will have be to installed along side the wired technology for an entire bridge testing season before it can be used independently. Our engineers must document the performance of the new technology to show that it

provides comparable results on a consistent basis under a wide range of field test conditions.Moving forward, the current platform will also be considered for use with sensors that may have applications beyond fatigue monitoring. These could include sensors capable of detecting local seismic activity and low frequency bridge vibration. Applications for these sensors could include earthquake detection, flood detection, and bridge damage due to impact. Sensors for these applications may include geophones accelerometers, and a variety of fiber optic sensors.
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