1. INTRODUCTION
A data storage device is a device for recording (storing) information (data). Recording can be done using virtually any form of energy, spanning from manual muscle power in handwriting, to acoustic vibrations in phonographic recording, to electromagnetic energy modulating magnetic tape and optical discs.
A storage device may hold information, process information, or both. A device that only holds information is a recording medium. Devices that process information (data storage equipment) may either access a separate portable (removable) recording medium or a permanent component to store or retrieve information.
Electronic data storage is storage which requires electrical power to store and retrieve that data. Most storage devices that do not require vision and a brain to read data fall into this category. Electromagnetic data may be stored in either an analog or digital format on a variety of media. This type of data is considered to be electronically encoded data, whether or not it is electronically stored in a semiconductor device, for it is certain that a semiconductor device was used to record it on its medium. Most electronically processed data storage media (including some forms of computer data storage) are considered permanent (non-volatile) storage, that is, the data will remain stored when power is removed from the device. In contrast, most electronically stored information within most types of semiconductor (computer chips) microcircuits are volatile memory, for it vanishes if power is removed.
With the exception of barcodes and OCR data, electronic data storage is easier to revise and may be more cost effective than alternative methods due to smaller physical space requirements and the ease of replacing (rewriting) data on the same medium. However, the durability of methods such as printed data is still superior to that of most electronic storage media. The durability limitations may be overcome with the ease of duplicating (backing-up) electronic data.


2. HIERARCHY OF STORAGE 
2.1PRIMARY STORAGE 
Primary storage (or main memory or internal memory), often referred to simply as memory, is the only one directly accessible to the CPU. The CPU continuously reads instructions stored there and executes them as required. Any data actively operated on is also stored there in uniform manner.
Historically, early computers used delay lines, Williams’s tubes, or rotating magnetic drums as primary storage. By 1954, those unreliable methods were mostly replaced by magnetic core memory. Core memory remained dominant until the 1970s, when advances in integrated circuit technology allowed semiconductor memory to become economically competitive.
This led to modern random-access memory (RAM). It is small-sized, light, but quite expensive at the same time. (The particular types of RAM used for primary storage are also volatile, i.e. they lose the information when not powered).
· Processor registers are located inside the processor. Each register typically holds a word of data (often 32 or 64 bits). CPU instructions instruct the arithmetic and logic unit to perform various calculations or other operations on this data (or with the help of it). Registers are the fastest of all forms of computer data storage. 
· Processor cache is an intermediate stage between ultra-fast registers and much slower main memory. It's introduced solely to increase performance of the computer. Most actively used information in the main memory is just duplicated in the cache memory, which is faster, but of much lesser capacity. On the other hand it is much slower, but much larger than processor registers. Multi-level hierarchical cache setup is also commonly used—primary cache being smallest, fastest and located inside the processor; secondary cache being somewhat larger and slower. 
Main memory is directly or indirectly connected to the central processing unit via a memory bus. It is actually two buses (not on the diagram): an address bus and a data bus. The CPU firstly sends a number through an address bus, a number called memory address, that indicates the desired location of data. Then it reads or writes the data itself using the data bus. Additionally, a memory management unit (MMU) is a small device between CPU and RAM recalculating the actual memory address, for example to provide an abstraction of virtual memory or other tasks.
As the RAM types used for primary storage are volatile (cleared at start up), a computer containing only such storage would not have a source to read instructions from, in order to start the computer. Hence, non-volatile primary storage containing a small startup program (BIOS) is used to bootstrap the computer, that is, to read a larger program from non-volatile secondary storage to RAM and start to execute it. A non-volatile technology used for this purpose is called ROM, for read-only memory (the terminology may be somewhat confusing as most ROM types are also capable of random access).
Many types of "ROM" are not literally read only, as updates are possible; however it is slow and memory must be erased in large portions before it can be re-written. Some embedded systems run programs directly from ROM (or similar), because such programs are rarely changed. Standard computers do not store non-rudimentary programs in ROM, rather use large capacities of secondary storage, which is non-volatile as well, and not as costly.
Recently, primary storage and secondary storage in some uses refer to what was historically called, respectively, secondary storage and tertiary storage

2.2 SECONDARY STORAGE 
Secondary storage (also known as external memory or auxiliary storage), differs from primary storage in that it is not directly accessible by the CPU. The computer usually uses its input/output channels to access secondary storage and transfers the desired data using intermediate area in primary storage. Secondary storage does not lose the data when the device is powered down—it is non-volatile. Per unit, it is typically also two orders of magnitude less expensive than primary storage. Consequently, modern computer systems typically have two orders of magnitude more secondary storage than primary storage and data is kept for a longer time there.
In modern computers, hard disk drives are usually used as secondary storage. The time taken to access a given byte of information stored on a hard disk is typically a few thousandths of a second, or milliseconds. By contrast, the time taken to access a given byte of information stored in random access memory is measured in billionths of a second, or nanoseconds. This illustrates the significant access-time difference which distinguishes solid-state memory from rotating magnetic storage devices: hard disks are typically about a million times slower than memory. Rotating optical storage devices, such as CD and DVD drives, have even longer access times. With disk drives, once the disk read/write head reaches the proper placement and the data of interest rotates under it, subsequent data on the track are very fast to access. As a result, in order to hide the initial seek time and rotational latency, data are transferred to and from disks in large contiguous blocks.
When data reside on disk, block access to hide latency offers a ray of hope in designing efficient external memory algorithms. Sequential or block access on disks is orders of magnitude faster than random access, and many sophisticated paradigms have been developed to design efficient algorithms based upon sequential and block access . Another way to reduce the I/O bottleneck is to use multiple disks in parallel in order to increase the bandwidth between primary and secondary memory. 
Some other examples of secondary storage technologies are: flash memory (e.g. USB flash drives or keys), floppy disks, magnetic tape, paper tape, punched cards, standalone RAM disks, and Iomega Zip drives.
The secondary storage is often formatted according to a file system format, which provides the abstraction necessary to organize data into files and directories, providing also additional information (called metadata) describing the owner of a certain file, the access time, the access permissions, and other information.
Most computer operating systems use the concept of virtual memory, allowing utilization of more primary storage capacity than is physically available in the system. As the primary memory fills up, the system moves the least-used chunks (pages) to secondary storage devices (to a swap file or page file), retrieving them later when they are needed. As more of these retrievals from slower secondary storage are necessary, the more the overall system performance is degraded.

2.3 TERTIARY STORAGE 
Tertiary storage or tertiary memory, provides a third level of storage. Typically it involves a robotic mechanism which will mount (insert) and dismount removable mass storage media into a storage device according to the system's demands; this data is often copied to secondary storage before use. It is primarily used for archival of rarely accessed information since it is much slower than secondary storage (e.g. 5–60 seconds vs. 1-10 milliseconds). This is primarily useful for extraordinarily large data stores, accessed without human operators. Typical examples include tape libraries and optical jukeboxes.
When a computer needs to read information from the tertiary storage, it will first consult a catalog database to determine which tape or disc contains the information. Next, the computer will instruct a robotic arm to fetch the medium and place it in a drive. When the computer has finished reading the information, the robotic arm will return the medium to its place in the library.

2.4 OFF LINE STORAGE 
Off-line storage is computer data storage on a medium or a device that is not under the control of a processing unit.  The medium is recorded, usually in a secondary or tertiary storage device, and then physically removed or disconnected. It must be inserted or connected by a human operator before a computer can access it again. Unlike tertiary storage, it cannot be accessed without human interaction.
Off-line storage is used to transfer information, since the detached medium can be easily physically transported. Additionally, in case a disaster, for example a fire, destroys the original data, a medium in a remote location will probably be unaffected, enabling disaster recovery. Off-line storage increases general information security, since it is physically inaccessible from a computer, and data confidentiality or integrity cannot be affected by computer-based attack techniques. Also, if the information stored for archival purposes is accessed seldom or never, off-line storage is less expensive than tertiary storage.
In modern personal computers, most secondary and tertiary storage media are also used for off-line storage. Optical discs and flash memory devices are most popular, and to much lesser extent removable hard disk drives. In enterprise uses, magnetic tape is predominant. Older examples are floppy disks, Zip disks, or punched cards.

3. CHARACTERISTICS OF STORAGE
Storage technologies at all levels of the storage hierarchy can be differentiated by evaluating certain core characteristics as well as measuring characteristics specific to a particular implementation. These core characteristics are volatility, mutability, accessibility, and addressability. For any particular implementation of any storage technology, the characteristics worth measuring are capacity and performance.
3.1 Volatility
Non-volatile memory  
 Will retain the stored information even if it is not constantly supplied with electric power. It is suitable for long-term storage of information. 
Volatile memory  
 Requires constant power to maintain the stored information. The fastest memory technologies of today are volatile ones (not a universal rule). Since primary storage is required to be very fast, it predominantly uses volatile memory. 
3.2 Differentiation
Dynamic random access memory  
A form of volatile memory which also requires the stored information to be periodically re-read and re-written, or refreshed, otherwise it would vanish. 
Static memory  
A form of volatile memory similar to DRAM with the exception that it never needs to be refreshed as long as power is applied. (It loses its content if power is removed). 
3.3 Mutability
Read/write storage or mutable storage  
Allows information to be overwritten at any time. A computer without some amount of read/write storage for primary storage purposes would be useless for many tasks. Modern computers typically use read/write storage also for secondary storage. 
Read only storage  
Retains the information stored at the time of manufacture, and write once storage (Write Once Read Many) allows the information to be written only once at some point after manufacture. These are called immutable storage. Immutable storage is used for tertiary and off-line storage. Examples include CD-ROM and CD-R. 
Slow write, fast read storage  
Read/write storage which allows information to be overwritten multiple times, but with the write operation being much slower than the read operation. Examples include CD-RW and flash memory. 


3.4 Accessibility
Random access  
Any location in storage can be accessed at any moment in approximately the same amount of time. Such characteristic is well suited for primary and secondary storage. 
Sequential access  
The accessing of pieces of information will be in a serial order, one after the other; therefore the time to access a particular piece of information depends upon which piece of information was last accessed. Such characteristic is typical of off-line storage. 
3.5 Addressability
Location-addressable  
Each individually accessible unit of information in storage is selected with its numerical memory address. In modern computers, location-addressable storage usually limits to primary storage, accessed internally by computer programs, since location-addressability is very efficient, but burdensome for humans. 
File addressable  
Information is divided into files of variable length, and a particular file is selected with human-readable directory and file names. The underlying device is still location-addressable, but the operating system of a computer provides the file system abstraction to make the operation more understandable. In modern computers, secondary, tertiary and off-line storage use file systems. 
Content-addressable  
Each individually accessible unit of information is selected based on the basis of (part of) the contents stored there. Content-addressable storage can be implemented using software (computer program) or hardware (computer device), with hardware being faster but more expensive option. Hardware content addressable memory is often used in a computer's CPU cache. 
3.6 Capacity
Raw capacity  
The total amount of stored information that a storage device or medium can hold. It is expressed as a quantity of bits or bytes (e.g. 10.4 megabytes). 
Memory storage density  
The compactness of stored information. It is the storage capacity of a medium divided with a unit of length, area or volume (e.g. 1.2 megabytes per square inch). 
 3.7 Performance
Latency  
The time it takes to access a particular location in storage. The relevant unit of measurement is typically nanosecond for primary storage, millisecond for secondary storage, and second for tertiary storage. It may make sense to separate read latency and write latency, and in case of sequential access storage, minimum, maximum and average latency. 
Throughput  
The rate at which information can be read from or written to the storage. In computer data storage, throughput is usually expressed in terms of megabytes per second or MB/s, though bit rate may also be used. As with latency, read rate and write rate may need to be differentiated. Also accessing media sequentially, as opposed to randomly, typically yields maximum throughput. 
3.8 Energy use
· Storage devices that reduce fan usage, automatically shut-down during inactivity, and low power hard drives can reduce energy consumption 90 percent. 
· 2.5 inch hard disk drives often consume less power than larger ones. Low capacity solid-state drives have no moving parts and consume less power than hard disks. Also, memory may use more power than hard disks. 
 FUNDAMENTAL STORAGE TECHNIQUES 
· SEMICONDUCTOR TECHNOLOGY
· MAGNETIC
· OPTICAL STORAGE
· MAGNETO-OPTICAL STORAGE
· PAPER
 OTHER STORAGE TECHNOLOGY 
· VACCUME TUBE MEMORY
· ELECTRO ACOUSTIC MEMORY
· PHASE CHANGE MEMORY
· HOLOGRAPHIC DATA STORAGE
· MOLECULAR MEMORY
· etc 



.



4. CLASSIFICATION BASED ON VOLATILITY
	VOLATILE 
	NON VOLATILE 

	HISTORY
· DELAY LINE MEMORY
· SELECTRON TUBE
· WILLAMS TUBE 
	HISTORY
· DRUM MEMORY
· PLATED WIRE MEMORY
· MAGNETIC CORE MEMORY
· BUBBLE MEMORY
· TWISTED MEMORY 

	PRESENT
· SRAM 
· DRAM 
	PRESENT
· ROM(EPROM,EEPROM)
· FLASH MEMORY
· FeRAM
· MRAM
· PRAM

	UPCOMING
· T RAM 
· Z RAM 
· TTRAM 
	UPCOMING
· CBRAM                  .RACETRACK 
· SONOS
· RRAM 
· NRAM



                   TABLE 3.1: CLASSIFICATION BASED ON VOLATILITY
5. TRAM
Thyristor RAM ('T-RAM) is a new type of DRAM computer memory invented and developed by T-RAM Semiconductor, which departs from the usual designs of memory cells, combining the strengths of the DRAM and SRAM: high speed and high volume. This technology, which exploits the electrical property known as negative differential resistance and is called thin capacitively-coupled thyristor, is used to create memory cells capable of very high packing densities. Due to this, this memory is highly scalable, and already has a storage density that is several times higher than found in conventional six-transistor SRAM memory. It is expected that the next generation of T-RAM memory will have the same density as DRAM.
It is assumed that this type of memory will be used in the next-generation processors by AMD, produced in 32nm and 22nm, replacing the previously licensed but unused Z-RAM technology.
T-RAM Semiconductor's breakthrough Thyristor-RAM technology is a novel memory technology that addresses both the memory wall problem and the memory scalability crisis. Thyristor-RAM technology is a Negative Differential Resistance based (NDR-based) RAM cell, called TCCT, which is a breakthrough from the traditional FET-based memory technologies such as 6T-SRAM and eDRAM. The result is a high-performance, high-density, and highly scalable embedded and discrete memory solution that allows for levels of memory density migration not possible before.

Unlike the failed embedded memory alternatives to 6T-SRAM, T-RAM Semiconductor has successfully developed the Thyristor-RAM technology from concept to production-readiness. Our Thyristor-RAM technology has been successfully implemented on both Bulk and SOI CMOS. Our team has proven the manufacturability and reliability of Thyristor-RAM technology by spending hundreds of man-years, processing thousands of wafers and creating an industry-standard 18Mb synchronous SRAM memory chip with excellent yield and reliability. Along the way, T-RAM Semiconductor has built a strong IP portfolio of over 90 patents

6. TTRAM
Twin Transistor RAM (TTRAM) is a new type of computer memory in development by Renesas.
TTRAM is similar to conventional one-transistor, one-capacitor DRAM in concept, but eliminates the capacitor by relying on the floating body effect inherent in a Silicon On Insulator (SOI) manufacturing process. This effect causes capacitance to build up between the transistors and the underlying substrate, originally considered a nuisance, but here used to replace a part outright. Since a transistor created using the SOI process is somewhat smaller than a capacitor, TTRAM offers somewhat higher densities than conventional DRAM. Since prices are strongly related to density, TTRAM is theoretically less expensive. However the requirement to be built on SOI fab lines, which are currently the “leading edge”, makes the cost somewhat unpredictable at this point.
In the TTRAM memory cell, two transistors are serially connected on an SOI substrate. One is an access transistor, while the other is used as a storage transistor and fulfils the same function as the capacitor in a conventional DRAM cell. Data reads and writes are performed according to the conduction state of the access transistor and the floating-body potential state of the storage transistor. The fact that TTRAM memory cell operations don't require a step-up voltage or negative voltage, as DRAM cells do, makes the new cell design suitable for use with future finer processes and lower operating voltages.
With the Renesas TTRAM, a read signal from a memory cell appears as a difference in the transistor on-current. A current-mirror type sense amplifier detects this difference at high speed, using a reference memory cell that allows reliable identification of the 0 and 1 data levels. This reading method significantly decreases power consumption by eliminating the charging and discharging of bit lines, operations required for reading DRAM memory cells.
A similar technology is Z-RAM, which uses only a single transistor and is thus even higher density than TTRAM. Like TTRAM, Z-RAM relies on the floating body effect of SOI, and presumably has a similar manufacturing process. Z-RAM also claims to be faster, as fast as SRAM used in cache, which makes it particularly interesting for CPU designs which are being built on SOI lines anyway.
7. SONOS
SONOS, short for "Silicon-Oxide-Nitride-Oxide-Silicon", is a type of non-volatile computer memory closely related to Flash RAM. It is distinguished from mainstream flash by the use of silicon nitride (Si3N4) instead of polysilicon for the charge storage material. A further variant is "SHINOS" ("Silicon Hi-k Nitride Oxide Silicon"). SONOS promises lower programming voltages and higher program/erase cycle endurance than polysilicon-based flash, and is an area of active research and development effort. Companies offering SONOS-based products include GlobalFoundries, Cypress Semiconductor, Macronix, Toshiba, and [image: ]
 				Fig 6.1 SONOS
A SONOS memory cell is formed from a standard polysilicon NMOS transistor with the addition of a small sliver of silicon nitride inserted inside the transistor's gate oxide. The sliver of nitride is non-conductive but contains a large number of charge trapping sites able to hold an electrostatic charge. The nitride layer is electrically isolated from the surrounding transistor, although charges stored on the nitride directly affect the conductivity of the underlying transistor channel. The oxide/nitride sandwich typically consists of a 2 nm thick oxide lower layer, a 5 nm thick silicon nitride middle layer, and a 5—10 nm oxide upper layer.
When the polysilicon control gate is biased positively, electrons from the transistor source and drain regions tunnel through the oxide layer and get trapped in the silicon nitride. This results in an energy barrier between the drain and the source, raising the threshold voltage Vt (the gate-source voltage necessary for current to flow through the transistor). The electrons can be removed again by applying a negative bias on the control gate.
A SONOS memory array is constructed by fabricating a grid of SONOS transistors which are connected by horizontal and vertical control lines (wordlines and bitlines) to peripheral circuitry such as address decoders and sense amplifiers. After storing or erasing the cell, the controller can measure the state of the cell by passing a small voltage across the source-drain nodes; if current flows the cell must be in the "no trapped electrons" state, which is considered a logical "0". If no current is seen the cell is in the "1" state. The needed voltages are normally about 2 V for the erased state, and around 4.5 V for the programmed state.
History
SONOS was first conceptualized in the 1960s. In the early 1970s initial commercial devices were realized using PMOS transistors and a metal-nitride-oxide (MNOS) stack with a 45 nm nitride storage layer. These devices required up to 30V to operate. By the early 1980s, polysilicon NMOS-based structures were in use with operating voltages under 20 V. By the late 1980s and early 1990s PMOS SONOS structures were demonstrating program/erase voltages in the range of 5—12 volts.

Current efforts
Philips is one of the groups working on SONOS devices, and have produced small 26-bit demonstrators with excellent lifetimes at a 120 nm line width. It is not clear if this research is ongoing, however, given the rapid advances in flash technology that have led to very large gains in areal density. Other groups are also working on SONOS for more specialized tasks, notably military and space systems due to its excellent radiation hardness
8. ZRAM 
Zero-capacitor is a novel DRAM computer memory technology developed by Innovative Silicon based on the floating body effect of silicon on insulator (SOI) process technology.         Z-RAM has been licensed by Advanced Micro Devices for possible use in future microprocessors. Innovative Silicon claims the technology offers memory access speeds similar to the standard six-transistor SRAM cell used in cache memory but uses only a single transistor, therefore affording much higher packing densities.
Z-RAM relies on the floating body effect, an artifact of the SOI process technology which places transistors in isolated tubs (the transistor body voltages "float" with respect to the wafer substrate underneath the tubs). The floating body effect causes a variable capacitance to appear between the bottom of the tub and the underlying substrate, and was a problem that originally bedeviled circuit designs. The same effect, however, allows a DRAM-like cell to be built without adding a separate capacitor, the floating body effect taking the place of the conventional capacitor. Because the capacitor is located under the transistor (instead of adjacent to, or above the transistor as in conventional DRAMs), another connotation of the name "Z-RAM" is that it extends in the negative z-direction.
The reduced cell size leads, in a roundabout way, to Z-RAM being faster than even SRAM if used in large enough blocks. While individual SRAM cells are sensed faster than Z-RAM cells, the significantly smaller cell reduces the size of Z-RAM memory blocks and thus reduces the physical distance that data must transit to exit the memory block. As these metal traces have a fixed delay per unit length independent of memory technology, the shorter lengths of the Z-RAM signal traces can offset the faster SRAM cell access times. For a large cache memory (as typically found in a high performance microprocessor), Z-RAM offers equivalent speed as SRAM but requiring much less space (and thus cost). Response times as low as 3ns have been claimed.
SOI technology is targeted at very high performance computing markets and is relatively expensive compared with more common CMOS technology. Z-RAM offers the hope of cheaper on-chip cache memory, with little or no performance degradation, a compelling proposition if the memory cell can be proven to work in production volumes.

9. Resistive random-access memory (RRAM)
Resistive random-access memory (RRAM) is a new non-volatile memory type being developed by many companies. The technology bears some similarities to CBRAM and phase change memory.
Different forms of RRAM have been disclosed, based on different dielectric materials, spanning from perovskites to transition metal oxides to chalcogenides. Even silicon dioxide has been shown to exhibit resistive switching as early as 1967, and has recently been revisited
[image: ]
                                                      Fig  9.1 RRAM 
Mechanism
The basic idea is that a dielectric, which is normally insulating, can be made to conduct through a filament or conduction path formed after application of a sufficiently high voltage. The conduction path formation can arise from different mechanisms, including defects, metal migration, etc. Once the filament is formed, it may be reset (broken, resulting in high resistance) or set (re-formed, resulting in lower resistance) by an appropriately applied voltage. Recent data suggest that probably many current paths, rather than a single filament, are involved
Future applications
RRAM has the potential to become the front runner among other non-volatile memories. Compared to PRAM, RRAM operates at a faster timescale (switching time can be less than 10 ns), while compared to MRAM, it has a simpler, smaller cell structure (less than 8F² mm stack). Compared to flash memory and racetrack memory, a lower voltage is sufficient and hence it can be used in low poser applications.
ITRI has recentl9 shown that RRAM is scalable below 30 nm. The motion of oxygen atoms is a key phenomenon for oxide-based RRAM; one study   has indicated  that oxygen motion may take placed in regions `s small as 2 nm. It is believed that if a filament is responsible, it would not exhibit direct scaling with cell size. Instead, the current compliance limit (set by an outside resistor, for example) bound define the Current-carrying capacity of the filament
10. PROGRAMMABLE METALLIZATION CELL

The programmable metallization cell, or PMC, is a new form of non-volatile computer memory being developed at Arizona State University and its spinoff, Axon Technologies. PMC is one of a number of technologies that are being developed to replace the widely used flash memory, providing a combination of longer lifetimes, lower power, and better memory density. Infineon Technologies, who licensed the technology in 2004, refers to it as conductive-bridging RAM, or CBRAM. NEC has a variant called “Nanobridge” and Sony calls their version “electrolytic memory”.
Description
PMC is based on the physical re-location of ions within a solid electrolyte. A PMC memory cell is made of two solid metal electrodes, one relatively inert (e.g., tungsten) the other electrochemically active (e.g., silver or copper), with a thin film of the electrolyte between them. A control transistor can also be included in each cell.
When a negative bias is applied to the inert electrode, metal ions in the electrolyte, as well as some originating from the now-positive active electrode, flow in the electrolyte and are reduced (converted to atoms) by electrons from the inert electrode. After a short period of time the ions flowing into the filament form a small metallic "nanowire" between the two electrodes. The "nanowire" dramatically reduces the resistance along that path, which can be measured to indicate that the "writing" process is complete.
Actually the nanowire may not be continuous but a chain of electrodeposit islands or nano crystals. This is likely to prevail at low programming currents (less than 1 microampere) whereas higher programming current will lead to a mostly metallic conductor.
Reading the cell simply requires the control transistor to be switched on, and a small voltage applied across the cell. If the nanowire is in place in that cell, the resistance will be low, leading to higher current, and that is read as a "1". If there is no nanowire in the cell, the resistance is higher, leading to low current, and is read as a "0".
Erasing the cell is identical to writing, but uses a positive bias on the inert electrode. The metal ions will migrate away from the filament, back into the electrolyte, and eventually to the negatively-charged active electrode. This breaks the nanowire and increases the resistance again.
PMC is not the only application of this basic concept, which relates to "nanoionics". Other prospective applications include dynamically-redoubtable electronics, optical switches, and micro fluidic valves. 
Arizona State University was among the first to perform studies of PMC, developed by the university's Center for Applied Nanoionics. The new technology will presumably be used in commercial products. PMC technology has been licensed to Infineon (Qimonda), Micron Technology, and Adesto Technologies, and several other large semiconductor companies and OEMs have also shown interest in the new technology.




CBRAM vs. RRAM
CBRAM differs from RRAM in that for CBRAM metal ions dissolve readily in the material between the two electrodes, while for RRAM, the material between the electrodes requires a high electric field causing local damage akin to dielectric breakdown, producing a trail of conducting defects (sometimes called a "filament"). Hence for CBRAM, one electrode must provide the dissolving ions, while for RRAM; a one-time "forming" step is required to generate the local damage.
Comparison
The primary form of solid-state non-volatile memory in use today is flash memory, which is finding use in most roles that used to be filled by hard drives. Flash, however, has a number of problems that have led to many efforts to introduce products to replace it.
Flash is based on the floating gate concept, essentially a modified transistor. Conventional flash transistors have three connections, the source, drain and gate. The gate is the essential component of the transistor, controlling the resistance between the source and drain, and thereby acting as a switch. In the floating gate transistor, the gate is attached to a layer that traps electrons, leaving it switched on (or off) for extended periods of time. The floating gate can be re-written by passing a large current through the emitter-collector circuit.
It is this large current that is flash's primary drawback, and for a number of reasons. For one, each application of the current physically degrades the cell, such that the cell will eventually be un writable. Write cycles on the order of 105 to 106 are typical, limiting flash applications to roles where constant writing is not common. The current also requires an external circuit to generate, using a system known as a charge pump. The pump requires fairly lengthy charging processes so that writing is much slower than reading; the pump also requires much more power. Flash is thus an "asymmetrical" system, much more so than conventional RAM or hard drives.
Another problem with flash is that the floating gate suffers leakage that slowly releases the charge. This is countered through the use of powerful surrounding insulators, but these require a certain physical size in order to be useful and also require a specific physical layout, which is different from the more typical CMOS layouts, which required several new fabrication techniques to be introduced. As flash scales rapidly downward in size the charge leakage increasingly becomes a problem, which has led to several predictions of flash's ultimate demise. However, massive market investment has driven development of flash at rates in excess of Moore's Law, and semiconductor fabrication plants using 30 nm processes are currently (late 2007) being brought online.
In contrast to flash, PMC writes with relatively low power and at high speed. The speed is inversely related to the power applied (to a point, there are mechanical limits), so the performance can be tuned for different roles. Additionally, the writing process is "almost infinitely reversible", making PMC much more universally applicable than flash.
PMC, in theory, can scale to sizes much smaller than flash, theoretically as small as a few ion widths wide. Copper ions are about 0.75 angstroms, so line widths on the order of nanometers seem possible. PMC is also much simpler in layout than flash, which should lead to simpler construction and lower costs. Whether or not these advantages can be brought to market remains to be seen; the wide variety of other "flash killers" have so far always been behind the technology curve of flash's massive investment. However, as the CEO of one licensee claimed, "No other technology can deliver the orders-of-magnitude improvement in power, performance and cost that this memory can." 
Current status
Early experimental PMC systems were based on silver-doped germanium selenide glasses, but these materials were not able to withstand the temperatures used in standard CMOS fabs. Work then turned to silver-doped germanium sulfide electrolytes and then finally to the current copper-doped germanium sulfide electrolytes. 
Axon Technologies has been licensing the basic concept since its formation in 2001. The first licensee was Micron Technology, who started work with PMC in 2002. Infineon followed in 2004, and a number of smaller companies have since joined as well.

11. MAGNETO RESISTIVE RANDOM ACCESS MEMORY
Magneto resistive Random Access Memory is a non-volatile computer memory (NVRAM) technology that has been under development since the 1990s. Continued increases in density of existing memory technologies – notably flash RAM and DRAM – kept it in a niche role in the market, but its proponents believe that the advantages are so overwhelming that magneto resistive RAM will eventually become dominant for all types of memory, becoming a true universal memory.
Description
Unlike conventional RAM chip technologies, in MRAM data is not stored as electric charge or current flows, but by magnetic storage elements. The elements are formed from two ferromagnetic plates, each of which can hold a magnetic field, separated by a thin insulating layer. One of the two plates is a permanent magnet set to a particular polarity, the other's field can be changed to match that of an external field to store memory. This configuration is known as a spin valve and is the simplest structure for a MRAM bit. A memory device is built from a grid of such "cells".
The simplest method of reading is accomplished by measuring the electrical resistance of the cell. A particular cell is (typically) selected by powering an associated transistor which switches current from a supply line through the cell to ground. Due to the magnetic tunnel effect, the electrical resistance of the cell changes due to the orientation of the fields in the two plates. By measuring the resulting current, the resistance inside any particular cell can be determined, and from this the polarity of the writable plate. Typically if the two plates have the same polarity this is considered to mean "1", while if the two plates are of opposite polarity the resistance will be higher and this means "0".
Data is written to the cells using a variety of means. In the simplest, each cell lies between a pair of write lines arranged at right angles to each other, above and below the cell. When current is passed through them, an induced magnetic field is created at the junction, which the writable plate picks up. This pattern of operation is similar to core memory, a system commonly used in the 1960s. This approach requires a fairly substantial current to generate the field, however, which makes it less interesting for low-power uses, one of MRAM's primary disadvantages. Additionally, as the device is scaled down in size, there comes a time when the induced field overlaps adjacent cells over a small area, leading to potential false writes. This problem, the half-select (or write disturb) problem, appears to set a fairly large size for this type of cell. One experimental solution to this problem was to use circular domains written and read using the giant magnetoresistive effect, but it appears this line of research is no longer active.
Another approach, the toggle mode, uses a multi-step write with a modified multi-layer cell. The cell is modified to contain an "artificial anti-ferromagnet" where the magnetic orientation alternates back and forth across the surface, with both the pinned and free layers consisting of multi-layer stacks isolated by a thin "coupling layer". The resulting layers have only two stable states, which can be toggled from one to the other by timing the write current in the two lines so one is slightly delayed, thereby "rotating" the field. Any voltage less than the full write level actually increases its resistance to flipping. That means that other cells located along one of the write lines will not suffer from the half-select problem, allowing for smaller cell sizes.
A newer technique, spin-torque-transfer (STT) or Spin Transfer Switching, uses spin-aligned ("polarized") electrons to directly torque the domains. Specifically, if the electrons flowing into a layer have to change their spin, this will develop a torque that will be transferred to the nearby layer. This lowers the amount of current needed to write the cells, making it about the same as the read process. There are concerns that the "classic" type of MRAM cell will have difficulty at high densities due to the amount of current needed during writes, a problem STT avoids. For this reason, the STT proponents expect the technique to be used for devices of 65 nm and smaller The downside is the need to maintain the spin coherence. Overall, the STT requires much less write current than conventional or toggle MRAM. However, higher speed operation still requires higher current. 
Other potential arrangements include "Thermal Assisted Switching" (TAS-MRAM) which briefly heats up (reminiscent of phase-change memory) the magnetic tunnel junctions during the write process and keeps the MTJ's stable at a colder temperature the rest of the time;[4] and "vertical transport MRAM" (VMRAM), which uses current through a vertical column to change magnetic orientation, a geometric arrangement that reduces the write disturb problem and so can be used at higher density. 
Comparison with other systems
Density
The main determinant of a memory system's cost is the density of the components used to make it up. Smaller components, and fewer of them, mean that more "cells" can be packed onto a single chip, which in turn means more can be produced at once from a single silicon wafer. This improves yield, which is directly related to cost.
DRAM uses a small capacitor as a memory element, wires to carry current to and from it, and a transistor to control it – referred to as a "1T1C" cell. This makes DRAM the highest density RAM currently available, and thus the least expensive, which is why it is used for the majority of RAM found in a computer.
MRAM is physically similar to DRAM in makeup, although often does not require a transistor for the write operation. However, as mentioned above, the most basic MRAM cell suffers from the half-select problem, which limits cell sizes to around 180 nm or more. Toggle-mode MRAM offers a much smaller size before this becomes a problem, apparently around 90 nm,[6] the same size as most current DRAM products. To be worth putting into wide production, however, it is generally believed that MRAM will have to move to the 65 nm size of the most advanced memory devices, which will require the use of STT.
 Power consumption
Since the capacitors used in DRAM lose their charge over time, memory assemblies using them must periodically refresh all the cells in their chips approximately 20 times a second, reading each one and re-writing its contents. This demands a constant power supply, which is why DRAM loses its memory when power is turned off on the computer. As DRAM cells decrease in size, the refresh cycles become shorter, and the power draw more continuous.

In contrast, MRAM requires no refresh at any time. Not only does this mean it retains its memory with the power turned off, but also that there is no constant power draw. While the read process theoretically requires more power than the same process in a DRAM, in practice the difference appears to be very close to zero. However, the write process requires more power in order to overcome the existing field stored in the junction, varying from three to eight times the power required during reading. Although the exact amount of power savings depends on the nature of the work – more frequent writing will require more power – in general MRAM proponents expect much lower power consumption (up to 99% less) compared to DRAM. STT-based MRAMs eliminate the difference between reading and writing, further reducing power requirements.
It is also worth comparing MRAM with another common memory system, flash RAM. Like MRAM, flash does not lose its memory when power is removed, which makes it very common as a "hard disk replacement" in small devices such as digital audio players or digital cameras. When used for reading, flash and MRAM are very similar in power requirements. However, flash is re-written using a large pulse of voltage (about 10 V) that is stored up over time in a charge pump, which is both power-hungry and time consuming. Additionally the current pulse physically degrades the flash cells, which means flash can only be written to some finite number of times before it must be replaced.
In contrast, MRAM requires only slightly more power to write than read, and no change in the voltage, eliminating the need for a charge pump. This leads to much faster operation, lower power consumption, and an indefinitely long "lifetime".
Performance
DRAM performance is limited by the rate at which the charge stored in the cells can be drained (for reading) or stored (for writing). MRAM operation is based on measuring voltages rather than charges or currents, so there is less "settling time" needed. IBM researchers have demonstrated MRAM devices with access times on the order of 2 ns, somewhat better than even the most advanced DRAMs built on much newer processes. A team at the German Physikalisch-Technische Bundesanstalt have demonstrated MRAM devices with 1 ns settling times, better than the currently accepted theoretical limits for DRAM, although the demonstration was a single cell. The differences compared to flash are far more significant, with write times as much as thousands of times faster.
The only current memory technology that easily competes with MRAM in terms of performance is static RAM, or SRAM. SRAM consists of a series of transistors arranged in a flip-flop, which will hold one of two states as long as power is applied. Since the transistors have a very low power requirement, their switching time is very low. However, since an SRAM cell consists of several transistors, typically four or six, its density is much lower than DRAM. This makes it expensive, which is why it is used only for small amounts of high performance memory, notably the CPU cache in almost all modern CPU designs.
Although MRAM is not quite as fast as SRAM, it is close enough to be interesting even in this role. Given its much higher density, a CPU designer may be inclined to use MRAM to offer a much larger but somewhat slower cache, rather than a smaller but faster one. It remains to be seen how this trade off will play out in the future.
Overall
MRAM has similar performance to SRAM, similar density of DRAM but much lower power consumption than DRAM, and is much faster and suffers no degradation over time in comparison to flash memory. It is this combination of features that some suggest make it the "universal memory", able to replace SRAM, DRAM, EEPROM, and flash. This also explains the huge amount of research being carried out into developing it.
However, to date, MRAM has not been widely adopted in the market. It may be that vendors are not prepared to take the risk of allocating a modern fab to MRAM production when such fabs cost upwards of a few billion dollars to build and can instead generate revenue by serving developed markets producing flash and DRAM memories.
The very latest fabs seem to be used for flash, for example producing 16 GB parts produced by Samsung on a 50 nm process. Slightly older fabs are being used to produce most DDR2 DRAM, most of which is produced on a one-generation-old 90 nm process rather than using up scarce leading-edge capacity.
In comparison, MRAM is still largely "in development", and being produced on older non-critical fabs. The only commercial product widely available at this point is Everspin's 4 Mbit part, produced on a several-generations-old 180 nm process. As demand for flash continues to outstrip supply, it appears it will be some time before a company can afford to "give up" one of their latest fabs for MRAM production. Even then, MRAM designs currently do not come close to flash in terms of cell size, even using the same fab.
Applications
Proposed uses for MRAM include devices such as:
· Aerospace and military systems 
· Digital cameras 
· Notebooks 
· Smart cards 
· Mobile telephones 
· Cellular base stations 
· Personal Computers 
· Battery-Backed SRAM replacement 
· Data logging specialty memories (black box solutions) 
· Media players ,Book readers
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