Rate Allocation and Network Lifetime Problems for Wireless Sensor Networks
                                           Scope of the project
To reduce the network problems and to allocate maximum calls to the sensors.
                                             Introduction

Wireless sensor networks consist of battery-powered nodes that are endowed with a multitude of sensing modalities including multi-media (e.g., video, audio) and scalar data (e.g., temperature, pressure, light, magnetometer, infrared). Although there have been significant improvements in processor design and computing, advances in battery technology still lag behind, making energy resource considerations the fundamental challenge in wireless sensor networks. Consequently, there have been active research efforts on performance limits of wireless sensor networks. These performance limits include, among others, network capacity and network lifetime. Network capacity typically refers to the maximum amount of bit volume that can be successfully delivered to the base station (“sink node”) by all the nodes in the network, while network lifetime refers to the maximum time limit that nodes in the network remain alive until one or more nodes drain up their energy.
In this project, we consider an overarching problem that encompasses both performance metrics. In particular, we study the network capacity problem under a given network lifetime requirement. Specifically, for a wireless sensor network where each node is provisioned with an initial energy, if all nodes are required to live up to a certain lifetime criterion, what is the maximum amount of bit volume that can be generated by the entire network? At first glance, it appears desirable to maximize the sum of rates from all the nodes in the network, subject to the condition that each node can meet the network lifetime requirement. Mathematically, this problem can be formulated as a linear programming (LP) problem within which the objective function is defined as the sum of rates over all the nodes in the network and the constraints are: 1) flow balance is preserved at each node, and 2) the energy constraint at each node is met for the given network lifetime requirement. However, the solution to this problem shows that although the network capacity (i.e., the sum of bit rates over all nodes) is maximized, there exists a severe bias in rate allocation among the nodes. In particular, those nodes that consume the least amount of power on their data path toward the base station are allocated with much more bit rates than other nodes in the network. Consequently, the data collection behavior for the entire network only favors certain nodes that have this property, while other nodes will be unfavorably penalized with much smaller bit rates.
                                                        Modules
1. Node Creation
2. Node Connection

3. Calls

4. Graph


                                 Module Description
Node Creation
In this module, creates the nodes (sensors) according to the network capacity. Here it will show in a draw panel. While the creation itself, all the nodes shows their associated calls and initially it will be zero. 
Node Connection
After the creation of the nodes, connection between the nodes will establish. Connections are based on two conditions, by finding nearest neighbors and  by connecting to the isolated nodes.
Calls
Each node should connect to the calls made by the devices, according to the node capacity and call duration. If network capacity is less, there will be failed calls. User can see the list of total calls made. 

Graph
Graph module is the important one to see the network capacity and to know what the network condition is. Graph draws according to the average number of hops and number of completed calls. This also shows which nodes are currently in the sleep state. 
                                                     Module I/O

Node Creation
Given Input-Giving the network capacity
Expected Output-Creates nodes according to network capacity.
Node Connection
Given Input- Number of nodes and their position.
Expected Output- Make connections between nodes according to the conditions.
Calls
Given Input- Total calls, call duration and concurrent calls. 
Expected Output-Shows total calls made, how many calls are assigned to each node, and gets number of failed calls.
Graph
Given Input-Network conditions (How many nodes are active), and assigned calls.
Expected Output- Draws a graph according to average number of hops and number of completed calls. 
                                      Module diagram


   UML Diagrams                            

                                             Use case diagram
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                                               Class diagram
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                                           Object diagram



                                    State diagram

                                       Activity diagram
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                                     Sequence diagram
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                                   Collaboration Diagram
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                              Component Diagram  
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                                      Literature review

Due to energy constraints in wireless sensor networks, there has been active research on exploring the performance limits of such networks. These performance limits include, among others, network capacity and network lifetime. Network capacity typically refers to the maximum amount of bit volume that can be successfully delivered to the base station (“sink node”) by all the nodes in the network, where network lifetime refers to the maximum time that the nodes in the network remain alive before one or more nodes deplete their energy.
In this project, we study the important overarching problem that considers both network capacity and network lifetime. Under the LMM rate allocation problem, we studied how to maximize rate allocations for all the nodes in the network under a given network lifetime requirement. Under the LMM node lifetime problem, we studied how to maximize the lifetime for all nodes when the local bit rate for each node is given a priori. The LMM rate allocation criterion effectively mitigates the unfairness issue when the objective is to maximize the total bit volume generated by the network. Although the LMM rate allocation is somewhat similar to the classical max-min strategy, there is a fundamental difference between the two. In particular, the LMM rate allocation problem implicitly embeds (or couples) a flow routing problem within rate allocation, while under the classical max-min rate allocation, there is no routing problem involved since the routes for all flows are given. Due to this coupling of flow routing and rate allocation, a solution approach (i.e., SLP-PA) to the LMM rate allocation problem is much more challenging than that for the classical max-min. 
One Scientist applied game theory and Nash equilibrium among the nodes to forward packets such that the total throughput (capacity) can achieve an optimal operating point subject to a common lifetime requirement on all nodes. However, the fairness issue in information collection was not considered. The most relevant work to the LMMnode lifetime problem was by Brown.
                                Techniques and Algorithm Used
In this project, we consider two-tier architecture for wireless sensor networks. This shows the physical and hierarchical network topology for such a network, respectively. There are three types of nodes in the network, namely, micro-sensor nodes (MSNs), aggregation and forwarding nodes (AFNs), and a base station (BS). The MSNs can be application-specific sensor nodes (e.g., temperature sensor nodes (TSNs), pressure sensor nodes (PSNs), and video sensor nodes (VSNs)) and they constitute the lower tier of the network. They are deployed in groups (or clusters) at strategic locations for surveillance and monitoring applications. The MSNs are small and low-cost. The objective of an MSN is very simple: Once triggered by an event, it starts to capture sensing date and sends it directly to the local AFN.
For each cluster of MSNs, there is one AFN, which is different from an MSN in terms of physical properties and functions. The primary functions of an AFN are: 1) data aggregation (or “fusion”) for data flows from the local cluster of MSNs, and 2) forwarding (or relaying) the aggregated information to the next hop AFN (toward the base station). For data fusion, an AFN analyzes the content of each data stream it receives and exploits the correlation among the data streams. An AFN also serves as a relay node for other AFNs to carry traffic toward the base station. Although an AFN is expected to be provisioned with much more energy than an MSN, it also consumes energy at a substantially higher rate (due to wireless communication over large distances). Consequently, an AFN has a limited lifetime. Upon depletion of energy at an AFN, we expect that the coverage for the particular area under surveillance is lost, despite the fact that some of the MSNs within the cluster may still have remaining energy.

The third component in the two-tier architecture is the base station. The base station is, essentially, the sink node for data streams from all the AFNs in the network. In this investigation, we assume that there is sufficient energy resource available at the base station and thus there is no energy constraint at the base station. In summary, the main functions of the lower tier MSNs are data acquisition and compression while the upper-tier AFNs are used for data fusion and relaying information to the base station.
                                              Advantages
1) Network will be energy constraint.
2) Reduce all kind of network lifetime problems.

3) Gets updated network condition by graph simulation. 
                                              Applications
All the networks where sensor plays a main role. 
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