CONCLUSION

In this project, we presented a novel technique for online alert aggregation. We also addressed the problem of accuracy and efficiency of Intrusion Detection System. We developed the presented architecture and tested the system with the misuse based anomaly detection technique. We also proposed a misuse based anomaly detection algorithm for our system. As our contribution, we make the system more efficient in identify the intrusion alerts and also we extend this work by sending the Alerts as Message to the Network Administrator who governs the Network or Intrusion Detection System. Most of the present existing Intrusion Detection System does not have a generalized framework. Our proposed architecture is similar to layers, so according to the network environment, the network administrator can add or remove the layers. If a new updated version of detection comes in future, then it will be very easy to add the layer with our proposed system.  We also tested our system by launching various attacks to the system, and we found how the system detects and reacts according to the developed IDS. As a future work, this work can be extended as not only to detect attacks and also to prevent attacks. As mentioned earlier, our proposed system allows adding new layers, the prevention layer functionality layer can also be added with our system, as a future work.
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