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      Through Backup Link
         Mutual Exclusion
Abstract:

             Networks employ link protection to achieve fast recovery from link 

failures. While the first link failure can be protected using link protection, there are

several alternatives for protecting against the second failure. This paper formally 

classifies the approaches to dual-link failure resiliency. One of the strategies to 

recover from dual-link failures is to employ link protection for the two failed links 

independently, which requires that two links may not use each other in their 

backup paths if they may fail simultaneously. Such a requirement is referred to as 

backup link mutual exclusion (BLME) constraint and the problem of identifying a 

backup path for every link that satisfies the above requirement is referred to as the 

BLME problem. This paper develops the necessary theory to establish the 

sufficient conditions for existence of a solution to the BLME problem. Solution 

methodologies for the BLME problem is developed using two approaches by: 1) 

formulating the backup path selection as an integer linear program; 2) developing a  

polynomial time heuristic based on minimum cost path routing. 

The ILP formulation and heuristic are applied to six networks and their 

performance is compared with approaches that assume precise knowledge of dual- 

link failure. It is observed that a solution exists for all of the six networks 

considered. The heuristic approach is shown to obtain feasible solutions that are 

resilient to most dual-link failures, although the backup path lengths may be 

significantly higher than optimal. In addition, the paper illustrates the significance 

of the knowledge of failure location by illustrating that network with higher 

connectivity may require lesser capacity than one with a lower connectivity to 

recover from dual-link failures

Introduction:

         THE ever-increasing transmission speed in the communication networks

 calls for efficient fault-tolerant network design. Today’s backbone networks

 employ optical communication technology involving wavelength division

 multiplexing (WDM). A link between two nodes comprises of multiple fibers

 carrying several tens of wavelengths with transmission speed on a wavelength at

 40 Gb/s. Due to the large volume of information transported, it is necessary to

 reduce the resource unavailability  time due to failures. Hence, efficient and fast 

recovery techniques from node and link failures are mandated in the design of 

high-speed networks. As link failures are the most commoncase of the failures seen 

in the networks, this paper restricts its scope to link failures alone.

                       Optical networks of today operate in a circuit-switched manner as 

optical header processing and buffering technologies are still in the early stages of 

research for wide-scale commercial deployment. Protecting the circuits or 

connections established in such networks against single-link failures may be 

Achieved in two ways: path protection or link protection. Path protection attempts 

to restore a connection on an end-to-end basis by providing a backup path in case 

the primary (or working) path fails. The backup path assignment may be either

independent or dependent on the link failure in the network. For example, a backup 

path that is link-disjoint with the primary path allows recovery from single-link 

failures without the precise knowledge of failure location. On the other hand, more 

than one backup path may be assigned for a primary path and the connection is 

reconfigured on the backup path corresponding to the failure scenario that resulted 

in the primary path failure. The former is referred to as failure-independent path 

protection (FIPP) while the latter is referred to as failure-dependent path protection 

(FDPP).










Existing System:

     Algorithms for protection against link failures have traditionally considered 

Single-link failures. However, dual link failures are becoming increasingly 

important due to two reasons. First, links in the networks share resources such as 

conduits or ducts and the failure of such shared resources result in the failure of 

multiple links. Second, the average repair time for a failed link is in the order of a 

few hours to few days, and this repair time is sufficiently long for a second  

failure to occur. Although algorithms developed for single-link failure resiliency is 

shown to cover a good percentage of dual-link failures , these cases often 

include links that are far away from each other. Considering the fact that these 

algorithms are not developed for dual-link failures, they may serve as an

alternative to recover from independent dual-link failures. However, reliance on  

such approaches may not be preferable when the links close to one another in the 

network share resources, leading to correlated link failures.








Proposed System:

This paper formally classifies the approaches for providing dual-link failure 

resiliency. Recovery from a dual-link failure using an extension of link protection 

for single link failure results in a constraint, referred to as BLME constraint, whose

satisfiability allows the network to recover from dual-link failures without the need 

for broadcasting the failure location to all nodes. The paper develops the necessary 

theory for deriving the sufficiency condition for a solution to exist, formulates the

problem of finding backup paths for links satisfying the BLME constraint as an 

ILP, and further develops a polynomial time heuristic algorithm. The formulation 

and heuristic are applied to six different networks and the results are compared. 

The heuristic is shown to obtain a solution for most scenarios with a high failure 

recovery guarantee, although such a solution may have longer average hop lengths 

compared with the optimal values. The paper also establishes the potential benefits 

of  knowing the precise failure location in a four-connected network that has lower 

installed capacity than a three-connected network for recovering from dual-link 

failures.










System Requirement:
	1
	RAM 
	256 MB 

	2
	Operating System
	Windows 2000 & XP

	3
	Processor (with Speed)
	Pentium III(800 MHz) – Upwards

	4
	Hard Disk Size
	40 GB and above

	5
	Protocol
	TCP

	6
	Technology
	Java

	7
	Network
	LAN

	8
	Client Interface Design
	Java -Swing

	9
	Display
	1024 X 768



