CHAPTER - 1

INTRODUCTION

1.1 CLUSTER ANALYSIS


Clustering is the classification of objects into different groups, or more precisely, the partitioning of a data set into subsets (clusters), so that the data in each subset (ideally) share some common trait - often proximity according to some defined distance measure. Data clustering is a common technique for statistical data analysis, which is used in many fields, including machine learning, data mining, pattern recognition, image analysis and bioinformatics. The computational task of classifying the data set into k clusters is often referred to as k-clustering.
Besides the term data clustering (or just clustering), there are a number of terms with similar meanings, including cluster analysis, automatic classification, numerical taxonomy, botryology and typological analysis.
Document clustering aims to group, in an unsupervised way, a given document set into clusters such that documents within each cluster are more similar between each other than those in different clusters. It is an enabling technique for a wide range of information retrieval tasks such as efficient organization, browsing and summarization of large volumes of text documents. Cluster analysis aims to organize a collection of patterns into clusters based on similarity. Clustering has its root in many fields, such as mathematics, computer science, statistics, biology, and economics. In different application domains, a variety of clustering techniques have been developed, depending on the methods used to represent data, the measures of similarity between data objects, and the techniques for grouping data objects into clusters.
1.2 ABOUT THE PROJECT


Document clustering techniques mostly rely on single term analysis of the document data set, such as the Vector Space Model. To achieve more accurate document clustering, more informative features including phrases and their weights are particularly important in such scenarios. Document clustering is particularly useful in many applications such as automatic categorization of documents, grouping search engine results, building taxonomy of documents, and others. For this Hierarchical Clustering method provides a better improvement in achieving the result. Our project presents two key parts of successful Hierarchical document clustering. The first part is a document index model, the Document Index Graph, which allows for incremental construction of the index of the document set with an emphasis on efficiency, rather than relying on single-term indexes only. It provides efficient phrase matching that is used to judge the similarity between documents. This model is flexible in that it could revert to a compact representation of the vector space model if we choose not to index phrases. The second part is an incremental document clustering algorithm based on maximizing the tightness of clusters by carefully watching the pair-wise document similarity distribution inside clusters. Both the phases are based upon two algorithmic models called Gaussian Mixture Model and Expectation Maximization. The combination of these two components creates an underlying model for robust and accurate document similarity calculation that leads to much improved results in Web document clustering over traditional methods.
CHAPTER - 2

LITERATURE SURVEY

2.1 TYPES OF CLUSTERING


Data clustering algorithms can be hierarchical. Hierarchical algorithms find successive clusters using previously established clusters. Hierarchical algorithms can be agglomerative ("bottom-up") or divisive ("top-down"). Agglomerative algorithms begin with each element as a separate cluster and merge them into successively larger clusters. Divisive algorithms begin with the whole set and proceed to divide it into successively smaller clusters.


Partitional algorithms typically determine all clusters at once, but can also be used as divisive algorithms in the hierarchical clustering.


Two-way clustering, co-clustering or biclustering are clustering methods where not only the objects are clustered but also the features of the objects, i.e., if the data is represented in a data matrix, the rows and columns are clustered simultaneously.

2.2 DISTANCE MEASURE


An important step in any clustering is to select a distance measure, which will determine how the similarity of two elements is calculated. This will influence the shape of the clusters, as some elements may be close to one another according to one distance and further away according to another. For example, in a 2-dimensional space, the distance between the point (x=1, y=0) and the origin (x=0, y=0) is always 1 according to the usual norms, but the distance between the point (x=1, y=1) and the origin can be 2,[image: image1.png]


 or 1 if you take respectively the 1-norm, 2-norm or infinity-norm distance.
Common distance functions:

· The Euclidean distance (also called distance as the crow flies or 2-norm distance). A review of cluster analysis in health psychology research found that the most common distance measure in published studies in that research area is the Euclidean distance or the squared Euclidean distance.

· The Manhattan distance (also called taxicab norm or 1-norm)

· The maximum norm
· The Mahalanobis distance corrects data for different scales and correlations in the variables

· The angle between two vectors can be used as a distance measure when clustering high dimensional data. See Inner product space.

· The Hamming distance (sometimes edit distance) measures the minimum number of substitutions required to change one member into another.

2.3 HIERARCHICAL CLUSTERING

Creating clusters


Hierarchical clustering builds (agglomerative), or breaks up (divisive), a hierarchy of clusters. The traditional representation of this hierarchy is a tree (called a dendrogram), with individual elements at one end and a single cluster containing every element at the other. Agglomerative algorithms begin at the leaves of the tree, whereas divisive algorithms begin at the root.


Cutting the tree at a given height will give a clustering at a selected precision. In the following example, cutting after the second row will yield clusters {a} {b c} {d e} {f}. Cutting after the third row will yield clusters {a} {b c} {d e f}, which is a coarser clustering, with a smaller number of larger clusters.

2.4 AGGLOMERATIVE HIERARCHICAL CLUSTERING

For example, suppose this data is to be clustered, and the euclidean distance is the distance metric.



Fig 2.1 Raw data

The hierarchical clustering Dendogram would be as such:



Fig 2.2 Traditional representation


This method builds the hierarchy from the individual elements by progressively merging clusters. In the example, six elements {a} {b} {c} {d} {e} and {f} are represented. The first step is to determine which elements to merge in a cluster. Usually, the major focus is to take the two closest elements, according to the chosen distance.


Optionally, one can also construct a distance matrix at this stage, where the number in the i-th row j-th column is the distance between the i-th and j-th elements. Then, as clustering progresses, rows and columns are merged as the clusters are merged and the distances updated. This is a common way to implement this type of clustering, and has the benefit of caching distances between clusters. A simple agglomerative clustering algorithm is described in the single-linkage clustering page; it can easily be adapted to different types of linkage. 

Usually the distance between two clusters [image: image4.png]
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 is one of the following:

· The maximum distance between elements of each cluster (also called complete linkage clustering):
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· The minimum distance between elements of each cluster (also called single-linkage clustering):
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· The mean distance between elements of each cluster (also called average linkage clustering, used e.g. in UPGMA):

[image: image8.png]



· The sum of all intra-cluster variance

· The increase in variance for the cluster being merged (Ward's criterion)

· The probability that candidate clusters spawn from the same distribution function (V-linkage)


Each agglomeration occurs at a greater distance between clusters than the previous agglomeration, and one can decide to stop clustering either when the clusters are too far apart to be merged (distance criterion) or when there is a sufficiently small number of clusters (number criterion).

2.5 CONCEPT CLUSTERING


Another variation of the agglomerative clustering approach is conceptual clustering.

PARTITIONAL CLUSTERING

K-means clustering


The K-means algorithm assigns each point to the cluster whose center (also called centroid) is nearest. The center is the average of all the points in the cluster — that is, its coordinates are the arithmetic mean for each dimension separately over all the points in the cluster.

The main advantages of this algorithm are its simplicity and speed which allows it to run on large datasets. Its disadvantage is that it does not yield the same result with each run, since the resulting clusters depend on the initial random assignments. It minimizes intra-cluster variance, but does not ensure that the result has a global minimum of variance.

Fuzzy c-means clustering


In fuzzy clustering, each point has a degree of belonging to clusters, as in fuzzy logic, rather than belonging completely to just one cluster. Thus, points on the edge of a cluster, may be in the cluster to a lesser degree than points in the center of cluster. For each point x we have a coefficient giving the degree of being in the kth cluster uk(x). Usually, the sum of those coefficients is defined to be 1:
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With fuzzy c-means, the centroid of a cluster is the mean of all points, weighted by their degree of belonging to the cluster:
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The degree of belonging is related to the inverse of the distance to the cluster center:
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then the coefficients are normalized and fuzzyfied with a real parameter m > 1 so that their sum is 1. So
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For m equal to 2, this is equivalent to normalising the coefficient linearly to make their sum 1. When m is close to 1, then cluster center closest to the point is given much more weight than the others, and the algorithm is similar to k-means.

The fuzzy c-means algorithm is very similar to the k-means algorithm:

· Choose a number of clusters.

· Assign randomly to each point coefficients for being in the clusters.

· Repeat until the algorithm has converged (that is, the coefficients' change between two iterations is no more than ε, the given sensitivity threshold) : 

· Compute the centroid for each cluster, using the formula above.

· For each point, compute its coefficients of being in the clusters, using the formula.


The algorithm minimizes intra-cluster variance as well, but has the same problems as k-means, the minimum is a local minimum, and the results depend on the initial choice of weights. The Expectation-maximization algorithm is a more statistically formalized method which includes some of these ideas: partial membership in classes. It has better convergence properties and is in general preferred to fuzzy-c-means.

QT clustering algorithm


QT (quality threshold) clustering is an alternative method of partitioning data, invented for gene clustering. It requires more computing power than k-means, but does not require specifying the number of clusters a priori, and always returns the same result when run several times.

· The user chooses a maximum diameter for clusters.

· Build a candidate cluster for each point by including the closest point, the next closest, and so on, until the diameter of the cluster surpasses the threshold.

· Save the candidate cluster with the most points as the first true cluster, and remove all points in the cluster from further consideration. Must clarify what happens if more than 1 cluster has the maximum number of points?

· Recurse with the reduced set of points.
2.6 Comparisons between data clusterings


There have been several suggestions for a measure of similarity between two clusterings. Such a measure can be used to compare how well different data clustering algorithms perform on a set of data. Many of these measures are derived from the matching matrix (aka confusion matrix), e.g., the Rand measure and the Fowlkes-Mallows Bk measures. 

Several different clustering systems based on mutual information have been proposed. One is Marina Meila's 'Variation of Information' metric and another provides hierarchical clustering.
2.7 Hierarchical Document Clustering Using Frequent Itemsets
Document clustering has been studied intensively because of its wide applicability in areas such as web mining, search engines, information retrieval, and topological analysis. Unlike in document classification, in document clustering no labeled documents are provided. Although standard clustering techniques such as k-means can be applied to document clustering, they usually do not satisfy the special requirements for clustering documents: high dimensionality, high volume of data, ease for browsing, and meaningful cluster labels. In addition, many existing document clustering algorithms require the user to specify the number of clusters as an input parameter and are not robust enough to handle different types of document sets in a real-world environment. For example, in some document sets the cluster size varies from few to thousands of documents. This variation tremendously reduces the clustering accuracy for some of the state-of-the art algorithms. Frequent Itemset-based Hierarchical Clustering (FIHC), for document clustering based on the idea of frequent itemsets proposed by Agrawal et. al. The intuition of our clustering criterion is that there are some frequent itemsets for each cluster (topic) in the document set, and different clusters share few frequent itemsets. A frequent itemset is a set of words that occur together in some minimum fraction of documents in a cluster. Therefore, a frequent itemset describes something common to many documents in a cluster. In this technique use frequent itemsets to construct clusters and to organize clusters into a topic hierarchy. Here are the features of this approach. 

· Reduced dimensionality. This approach use only the frequent items that occur in some minimum fraction of documents in document vectors, which drastically reduces the dimensionality of the document set. Experiments show that clustering with reduced dimensionality is significantly more efficient and scalable. This decision is consistent with the study from linguistics (Longman Lancaster Corpus) that only 3000 words are required to cover 80% of the written text in English and the result is coherent with the Zipf’s law and the findings in Mladenic et al. and Yang et al.

· High clustering accuracy. Experimental results show that the proposed approach FIHC outperforms best documents clustering algorithms in terms of accuracy. It is robust even when applied to large and complicated document sets.

· Number of clusters as an optional input parameter. Many existing clustering algorithms require the user to specify the desired number of clusters as an input parameter. FIHC treats it only as an optional input parameter. Close to optimal clustering quality can be achieved even when this value is unknown.
.

CHAPTER - 3

PROBLEM DEFINITION

Build a tree-based hierarchical taxonomy (Dendogram) from a set of documents.
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Fig 3.1 Dendogram

3.1 SYSTEM EXPLORATION

Dendogram: Hierarchical Clustering

· Clustering obtained by cutting the Dendogram at a desired level: each connected component forms a cluster.

3.2 CHALLENGES IN HIERARCHICAL DOCUMENT CLUSTERING
· High dimensionality: Each distinct word in the document set constitutes a dimension. So there may be 15~20 thousands dimensions. This type of high dimensionality greatly affects the scalability and efficiency of many existing clustering algorithms. This is been cleared described in the following paragraphs.

· High volume of data: In text mining, processing of data about 10 thousands to 100 thousands documents are involved.

· Consistently high accuracy: Some existing algorithms only work fine for certain type of document sets, but may not perform well in some others.

· Meaningful cluster description: This is important for the end user. The resulting 
hierarchy should facilitate browsing.

CHAPTER 4

PROBLEM ANALYSIS

REQUIREMENT ANALYSIS DOCUMENT

Requirement Analysis is the first phase in the software development process. The main objective of the phase is to identify the problem and the system to be developed. The later phases are strictly dependent on this phase and hence requirements for the system analyst to be clearer, precise about this phase. Any inconsistency in this phase will lead to lot of problems in the other phases to be followed. Hence there will be several reviews before the final copy of the analysis is made on the system to be developed. After all the analysis is completed the system analyst will submit the details of the system to be developed in the form of a document called requirement specification.

The Requirement analysis task is a process of discovery, refinement, modeling and specifications. The software scope, initially established by a system engineer and refined during software project planning, is refined in detail. Models of required data, information and control flow and operational behavior are created. Alternative solutions are analyzed and allocated to various software elements.         


Both the developer and the customer take an active role in requirement analysis and specification. The customer attempts to reformulate a sometimes-nebulous concept of software function and performance into concrete detail. The developer acts as interrogator, consultant and problem solver. The communication content is very high. Changes for misinterpretation of misinformation abound. Ambiguity is probable.


Requirement analysis is a software engineering task that bridges the gap between the system level software allocation and software design. Requirement analysis enables the system engineer to specify the software function and performance indicate software interface with other system elements and establish constraints that software must meet. It allows the software engineer, often called analyst in this role, to refine the software allocation and build model of the data, functional and behavioral domains and that will be treated by software.


Requirements analysis provides the software designer with models that can be translated into data, architectural, interface and procedural design. Finally, the requirement specification provides the developer and customer with the means to access quality once software builds.

 
Software requirements analysis may be divided into five areas of effort

a) Problem recognition

b)   Evaluation and Synthesis

c) Modeling

d) Review


Once the tasks in the above areas have been accomplished, the specification document would be developed which now forms the basis for the remaining software engineering tasks. Keeping this in view the specification document of the current system has been generated. 

Requirements-Determination

Requirements – Determination is the process, by which analyst gains the knowledge of the organization and apply it in selecting the right technology for a particular application. 
4.1 HC-LOLR
The HC-LOLR algorithm is a hierarchical clustering Line Overlapping Rate method. Here the constraint overlap rate is used to define the merging criterion, in other words, the algorithm merges the couples whose overlap rate is the largest. The termination condition is either that all the OLR is smaller than a predefined threshold value or the target number of remaining clusters is reached [9].

4.2 EXISTINGS SYSTEMS


HFTC greedily picks the next frequent item set which represent the next cluster to minimize the overlapping between the documents that contain both the item set and some remaining item sets. In other words, the clustering result depends on the order of picking up the item sets, which in turns depends on the greedy heuristic. This method does not follow a sequential order of selecting clusters. Instead, we assign documents to the best cluster.

4.3 PROPOSED SYSTEM


The main work is to develop a novel hierarchal algorithm for document clustering which provides maximum efficiency and performance. It is particularly focused in studying and making use of cluster overlapping phenomenon to design cluster merging criteria. Proposing a new way to compute the overlap rate in order to improve time efficiency and “the veracity” is mainly concentrated. Based on the Hierarchical Clustering Method, the usage of Expectation-Maximization (EM) algorithm in the Gaussian Mixture Model to count the parameters and make the two sub-clusters combined when their overlap is the largest is narrated. Experiments in both public data and document clustering data show that this approach can improve the efficiency of clustering and save computing time.

Given a data set satisfying the distribution of a mixture of Gaussians, the degree of overlap between components affects the number of clusters “perceived” by a human operator or detected by a clustering algorithm. In other words, there may be a significant difference between intuitively defined clusters and the true clusters corresponding to the components in the mixture
4.4 HIERARCHICAL ANALYSIS MODEL


A hierarchical clustering algorithm creates a hierarchical decomposition of the given set of data objects. Depending on the decomposition approach, hierarchical algorithms are classified as agglomerative (merging) or divisive (splitting). The agglomerative approach starts with each data point in a separate cluster or with a certain large number of clusters. Each step of this approach merges the two clusters that are the most similar. Thus after each step, the total number of clusters decreases. This is repeated until the desired number of clusters is obtained or only one cluster remains. By contrast, the divisive approach starts with all data objects in the same cluster. In each step, one cluster is split into smaller clusters, until a termination condition holds. Agglomerative algorithms are more widely used in practice. Thus the similarities between clusters are more researched.[9]
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Fig 4.1 Hierarchical Clustering 

4.5 HOW THEY WORK?


Given a set of N items to be clustered, and an N*N distance (or similarity) matrix, the basic process of hierarchical clustering is this:

STEP 1 - Start by assigning each item to a cluster, so that if you have N items, you now have N clusters, each containing just one item. Let the distances (similarities) between the clusters the same as the distances (similarities) between the items they contain.

STEP 2 - Find the closest (most similar) pair of clusters and merge them into a single cluster, so that now you have one cluster less with the help oh tf - itf.

STEP 3 - Compute distances (similarities) between the new cluster and each of the old clusters.

STEP 4 - Repeat steps 2 and 3 until all items are clustered into a single cluster of size N.


Step 3 can be done in different ways, which is what distinguishes single-linkage from complete-linkage and average-linkage clustering. In single-linkage clustering (also called the connectedness or minimum method), considering the distance between one cluster and another cluster to be equal to the shortest distance from any member of one cluster to any member of the other cluster. 
If the data consist of similarities, consider the similarity between one cluster and another cluster to be equal to the greatest similarity from any member of one cluster to any member of the other cluster. In complete-linkage clustering (also called the diameter or maximum method), consider the distance between one cluster and another cluster to be equal to the greatest distance from any member of one cluster to any member of the other cluster.
In average-linkage clustering, consider the distance between one cluster and another cluster to be equal to the average distance. This kind of hierarchical clustering is called agglomerative because it merges clusters iteratively. There is also adivisive hierarchical clustering which does the reverse by starting with all objects in one cluster and subdividing them into smaller pieces. Divisive methods are not generally available, and rarely have been applied.

Of course there is no point in having all the N items grouped in a single cluster but, once the complete hierarchical tree is obtained and need k clusters, k-1 longest links are eliminated.

4.6 ADVANTAGES 

· Capable of identifying nested clusters

· They are flexible - cluster shape parameters can be tuned to suit the application at   hand.

· They are suitable for automation.
· Can optionally combine the advantages of hierarchical clustering and partitioning around medoids, giving better detection of outliers.
· Reducing effect of initial values of cluster on the clustering results.

· OLR-based clustering algorithm considers more the distribution of data rather than only the distance between data points.

· The method can shorten the computing time and reduce the space complexity, improve the results of clustering.
4.7 REQUIREMENTS

Hardware Requirements

· Pentium Processor IV with 2.80GHZ or Higher

· 512 MB RAM

· 2 GB HDD

· 15” Monitor
     Software Requirements

· Windows XP/Windows 2000

· Java Runtime Environment with higher version(1.5)

· Net Beans

· My SQL Server

CHAPTER 5

PROJECT STUDY

SYSTEM STUDY

FEASIBILITY STUDY

           The feasibility of the project is analyzed in this phase and business proposal is put forth with a very general plan for the project and some cost estimates. During system analysis the feasibility study of the proposed system is to be carried out. This is to ensure that the proposed system is not a burden to the company.  For feasibility analysis, some understanding of the major requirements for the system is essential.

Three key considerations involved in the feasibility analysis are

· ECONOMICAL FEASIBILITY
· TECHNICAL FEASIBILITY
· SOCIAL FEASIBILITY
ECONOMICAL FEASIBILITY
  This study is carried out to check the economic impact that the system will have on the organization. The amount of fund that the company can pour into the research and development of the system is limited. The expenditures must be justified. Thus the developed system as well within the budget and this was achieved because most of the technologies used are freely available. Only the customized products had to be purchased. 

TECHNICAL FEASIBILITY
       This study is carried out to check the technical feasibility, that is, the technical requirements of the system. Any system developed must not have a high demand on the available technical resources. This will lead to high demands on the available technical resources. This will lead to high demands being placed on the client. The developed system must have a modest requirement, as only minimal or null changes are required for implementing this system.   
SOCIAL FEASIBILITY

           The aspect of study is to check the level of acceptance of the system by the user. This includes the process of training the user to use the system efficiently. The user must not feel threatened by the system, instead must accept it as a necessity. The level of acceptance by the users solely depends on the methods that are employed to educate the user about the system and to make him familiar with it. His level of confidence must be raised so that he is also able to make some constructive criticism, which is welcomed, as he is the final user of the system.


Document clustering has become an increasingly important technique for unsupervised document organization, automatic topic extraction, and fast information retrieval or filtering. For example, a web search engine often returns thousands of pages in response to a broad query, making it difficult for users to browse or to identify relevant information. Clustering methods can be used to automatically group the retrieved documents into a list of meaningful categories, as is achieved by search engines such as Northern Light and Vivisimo or an automated news aggregator/organizer such as Google News. Similarly, a large database of documents can be pre-clustered to facilitate query processing by searching only the cluster that is closest to the query. In this project certain concepts are need to be explained very briefly. 

5.1 TERM FREQUENCY - INVERSE DOCUMENT FREQUENCY


The TF-IDF is a text statistical-based technique which has been widely used in many search engines and information retrieval systems. 

Assume that there is a corpora of 1000 documents and the task is to compute the similarity between two given documents (or a document and a query). The following describes the steps of acquiring the similarity value:

5.1.1 Document pre-processing steps
· Tokenization: A document is treated as a string (or bag of words), and then partitioned into a list of tokens. 

· Removing stop words: Stop words are frequently occurring, insignificant words. This step eliminates the stop words. 

· Stemming word: This step is the process of conflating tokens to their root form (connection -> connect). 

Document representation
·  Generating N-distinct words from the corpora and call them as index terms (or the vocabulary). The document collection is then represented as a N-dimensional vector in term space. 

Computing Term weights
· Term Frequency. 

· Inverse Document Frequency. 

· Compute the TF-IDF weighting. 

Measuring similarity between two documents
· Capturing the similarity of two documents using cosine similarity measurement. The cosine similarity is calculated by measuring the cosine of the angle between two document vectors. 

Using the code

The main class is TFIDFMeasure. This is the testing code:

void Test (string[] docs, int i, int j)

// docs is collection of parsed documents

{

    StopWordHandler stopWord=new StopWordsHandler() ;

    TFIDFMeasure tf=new TFIDFMeasure(doc) ;

    float simScore=tf.GetSimilarity( i, j);

      // similarity of two given documents at the 

      // position i,j respectively

}

Extension


This library also includes stemming (Martin Porter algorithm), and N-gram text generation modules. If a token-based system did not work as expected, then make another choice with N-gram based. Thus, instead of expanding the list of tokens from the document, generating a list of N-grams is adopted, where N should be a predefined number. 


The extra N-gram based similarities (bi, tri, quad...-gram) also help to compare the result of the statistical-based method with the N-gram based method. Consider two documents as two flat texts and then run the measurement to compare.

Example of some N-grams for the word "TEXT":

· uni(1)-gram: T, E, X, T 

· bi(2)-gram: T, TE, EX, XT, T 

· tri(3)-grams: TE, TEX, EXT, XT, T 

· quad(4)-grams: TEX, TEXT, EXT, XT, T 

5.1.2 The problem, straight Boolean logic


To many of users the phrase “relevancy ranked search results” is a mystery. A better phrase might have been “statistically significant search results”. Taking such an approach, the application of statistical analysis against texts does have its information retrieval advantages over straight Boolean logic. Take for example, the following three documents consisting of a number of words, 
	Document 1
	Document 2
	Document 3

	Word
	Word
	Word

	Airplane
	book
	Building

	Blue
	car
	Car

	Chair
	chair
	Carpet

	Computer
	justice
	Ceiling

	Forest
	milton
	chair

	justice
	newton
	cleaning

	Love
	pond
	justice

	Might
	rose
	libraries

	Perl
	shakespeare
	newton

	Rose
	slavery
	perl

	Shoe
	thesis
	rose

	Thesis
	truck
	science


Table 5.1: Documents having certain words
A search for “rose” against the corpus will return three hits, but which one should start reading from? The newest document? The document by a particular author or in a particular format? Even if the corpus contained 2,000,000 documents and a search for “rose” returned a mere 100 the problem would remain. Which ones should we spend our valuable time accessing? Yes, we could limit our search in any number of ways, but unless we are doing a known item search it is quite likely the search results will return more than we use, and information literacy skills will only go so far. Ranked search results, a list of hits based on term weighting has proven to be an effective way of addressing this problem. All it requires is the application of basic arithmetic against the documents being searched. 

Simple counting

This can begin by counting the number of times each of the words appear in each of the documents, 
	Document 1
	Document 2
	Document 3

	Word
	C
	Word
	C
	Word
	C

	airplane
	5
	Book
	3
	building
	6

	blue
	1
	Car
	7
	car
	1

	chair
	7
	Chair
	4
	carpet
	3

	computer
	3
	Justice
	2
	ceiling
	4

	forest
	2
	Milton
	6
	chair
	6

	justice
	7
	Newton
	3
	cleaning
	4

	love
	2
	Pond
	2
	justice
	8

	might
	2
	Rose
	5
	libraries
	2

	perl
	5
	Shakespeare
	4
	newton
	2

	rose
	6
	Slavery
	2
	perl
	5

	shoe
	4
	Thesis
	2
	rose
	7

	thesis
	2
	truck
	1
	science
	1

	Totals (T)
	46
	Totals (T)
	41
	Totals (T)
	49


Table 5.2: Word Counting
Given this simple counting method, searches for “rose” can be sorted by its “term frequency” (TF) — the quotient of the number of times a word appears in each document (C), and the total number of words in the document (T) — TF = C / T. In the first case, rose has a TF value of 0.13. In the second case TF is 0.12, and in the third case it is 0.14. Thus, by this rudimentary analysis, Document 3 is most significant in terms of the word “rose”, and Document 2 is the least. Document 3 has the highest percentage of content containing the word “rose”. 

Accounting for common words

Unfortunately, this simple analysis needs to be offset considering frequently occurring terms across the entire corpus. Good examples are stop words or the word “human” in MEDLINE. Such words are nearly meaningless because they appear so often. Consider the table which includes the number of times each word is found in the entire corpus (DF), and the quotient of the total number of documents (D or in this case, 3) and DF — IDF = D / DF. Words with higher scores are more significant across the entire corpus. Search terms whose IDF (”inverse document frequency”) score approach 1 are close to useless because they exist in just about every document: 
	Document 1
	Document 2
	Document 3

	Word
	DF
	IDF
	Word
	DF
	IDF
	Word
	DF
	IDF

	airplane
	1
	3.0
	book
	1
	3.0
	building
	1
	3.0

	blue
	1
	3.0
	car
	2
	1.5
	car
	2
	1.5

	chair
	3
	1.0
	chair
	3
	1.0
	carpet
	1
	3.0

	computer
	1
	3.0
	justice
	3
	1.0
	ceiling
	1
	3.0

	forest
	1
	3.0
	milton
	1
	3.0
	chair
	3
	1.0

	justice
	3
	1.0
	newton
	2
	1.5
	cleaning
	1
	3.0

	love
	1
	3.0
	pond
	1
	3.0
	justice
	3
	1.0

	might
	1
	3.0
	rose
	3
	1.0
	libraries
	1
	3.0

	perl
	2
	1.5
	shakespeare
	1
	3.0
	newton
	2
	1.5

	rose
	3
	1.0
	slavery
	1
	3.0
	perl
	2
	1.5

	shoe
	1
	3.0
	thesis
	2
	1.5
	rose
	3
	1.0

	thesis
	2
	1.5
	truck
	1
	3.0
	science
	1
	3.0


Table 5.3: DF and IDF
5.2 TFIDF ANALYSIS

By taking into account these two factors — term frequency (TF) and inverse document frequency (IDF) — it is possible to assign “weights” to search results and therefore ordering them statistically. Put another way, a search result’s score (”ranking”) is the product of TF and IDF: 

TFIDF = TF * IDF where: 

· TF = C / T where C = number of times a given word appears in a document and T = total number of words in a document

· IDF = D / DF where D = total number of documents in a corpus, and DF = total number of documents containing a given word

The below table is a combination of all the previous tables with the addition of the TFIDF score for each term: 
	Document 1

	Word
	C
	T
	TF
	D
	DF
	IDF
	TFIDF

	airplane
	5
	46
	0.109
	3
	1
	3.0
	0.326

	blue
	1
	46
	0.022
	3
	1
	3.0
	0.065

	chair
	7
	46
	0.152
	3
	3
	1.0
	0.152

	computer
	3
	46
	0.065
	3
	1
	3.0
	0.196

	forest
	2
	46
	0.043
	3
	1
	3.0
	0.130

	justice
	7
	46
	0.152
	3
	3
	1.0
	0.152

	love
	2
	46
	0.043
	3
	1
	3.0
	0.130

	might
	2
	46
	0.043
	3
	1
	3.0
	0.130

	perl
	5
	46
	0.109
	3
	2
	1.5
	0.163

	rose
	6
	46
	0.130
	3
	3
	1.0
	0.130

	shoe
	4
	46
	0.087
	3
	1
	3.0
	0.261


Table 5.4: Document 1’s Calculations
	Document 2

	Word
	C
	T
	TF
	D
	DF
	IDF
	TFIDF

	book
	3
	41
	0.073
	3
	1
	3.0
	0.220

	car
	7
	41
	0.171
	3
	2
	1.5
	0.256

	chair
	4
	41
	0.098
	3
	3
	1.0
	0.098

	justice
	2
	41
	0.049
	3
	3
	1.0
	0.049

	milton
	6
	41
	0.146
	3
	1
	3.0
	0.439

	newton
	3
	41
	0.073
	3
	2
	1.5
	0.110

	pond
	2
	41
	0.049
	3
	1
	3.0
	0.146

	rose
	5
	41
	0.122
	3
	3
	1.0
	0.122

	shakespeare
	4
	41
	0.098
	3
	1
	3.0
	0.293

	slavery
	2
	41
	0.049
	3
	1
	3.0
	0.146

	thesis
	2
	41
	0.049
	3
	2
	1.5
	0.073

	truck
	1
	41
	0.024
	3
	1
	3.0
	0.073


Table 5.5: Document 2’s Calculations

	Document 3

	Word
	C
	T
	TF
	D
	DF
	IDF
	TFIDF
	

	building
	6
	49
	0.122
	3
	1
	3.0
	0.367
	

	car
	1
	49
	0.020
	3
	2
	1.5
	0.031
	

	carpet
	3
	49
	0.061
	3
	1
	3.0
	0.184
	

	ceiling
	4
	49
	0.082
	3
	1
	3.0
	0.245
	

	chair
	6
	49
	0.122
	3
	3
	1.0
	0.122
	

	cleaning
	4
	49
	0.082
	3
	1
	3.0
	0.245
	

	justice
	8
	49
	0.163
	3
	3
	1.0
	0.163
	

	libraries
	2
	49
	0.041
	3
	1
	3.0
	0.122
	

	newton
	2
	49
	0.041
	3
	2
	1.5
	0.061
	

	perl
	5
	49
	0.102
	3
	2
	1.5
	0.153
	

	rose
	7
	49
	0.143
	3
	3
	1.0
	0.143
	

	science
	1
	49
	0.020
	3
	1
	3.0
	0.061
	


Table 5.6: Document 3’s Calculations
Given TFIDF, a search for “rose” still returns three documents ordered by Documents 3, 1, and 2. A search for “newton” returns only two items ordered by Documents 2 (0.110) and 3 (0.061). In the later case, Document 2 is almost one and a half times more “relevant” than document 3. TFIDF scores can be summed to take into account Boolean unions (or) or intersections (and). 

Automatic classification


TDIDF can also be applied a priori to indexing/searching to create browsable lists hence, automatic classification. Consider the table where each word is listed in a sorted TFIDF order: 
	Document 1
	Document 2
	Document 3

	Word
	TFIDF
	Word
	TFIDF
	Word
	TFIDF

	airplane
	0.326
	Milton
	0.439
	building
	0.367

	shoe
	0.261
	shakespeare
	0.293
	ceiling
	0.245

	computer
	0.196
	car
	0.256
	cleaning
	0.245

	perl
	0.163
	book
	0.220
	carpet
	0.184

	chair
	0.152
	pond
	0.146
	justice
	0.163

	justice
	0.152
	slavery
	0.146
	perl
	0.153

	forest
	0.130
	rose
	0.122
	rose
	0.143

	love
	0.130
	newton
	0.110
	chair
	0.122

	might
	0.130
	chair
	0.098
	libraries
	0.122

	rose
	0.130
	thesis
	0.073
	newton
	0.061

	blue
	0.065
	truck
	0.073
	science
	0.061

	thesis
	0.065
	justice
	0.049
	car
	0.031


Table 5.7: Total Classification

Given such a list it would be possible to take the first three terms from each document and call them the most significant subject “tags”. Thus, Document #1 is about airplanes, shoes, and computers. Document #2 is about Milton, Shakespeare, and cars. Document #3 is about buildings, ceilings, and cleaning. 


Probably a better way to assign “aboutness” to each document is to first denote a TFIDF lower bounds and then assign terms with greater than that score to each document. Assuming a lower bounds of 0.2, Document #1 is about airplanes and shoes. Document #2 is about Milton, Shakespeare, cars, and books. Document #3 is about buildings, ceilings, and cleaning. 

5.3 COSINE SIMILARITY MEASURE


Cosine similarity is a measure of similarity between two vectors of n dimensions by finding the cosine of the angle between them, often used to compare documents in text mining. Given two vectors of attributes, A and B, the cosine similarity, θ, is represented using a dot product and magnitude as
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For text matching, the attribute vectors A and B are usually the tf vectors of the documents. The cosine similarity can be seen as a method of normalizing document length during comparison.

Similarity Measures


The concept of similarity is fundamentally important in almost every scientific field. For example, in mathematics, geometric methods for assessing similarity are used in studies of congruence and homothety as well as in allied fields such as trigonometry. Topological methods are applied in fields such as semantics. Graph theory is widely used for assessing cladistic similarities in taxonomy. Fuzzy set theory has also developed its own measures of similarity, which find application in areas such as management, medicine and meteorology. An important problem in molecular biology is to measure the sequence similarity of pairs of proteins. 


A review or even a listing of all the uses of similarity is impossible. Instead, perceived similarity is focused on. The degree to which people perceive two things as similar fundamentally affects their rational thought and behavior. Negotiations between politicians or corporate executives may be viewed as a process of data collection and assessment of the similarity of hypothesized and real motivators. The appreciation of a fine fragrance can be understood in the same way. Similarity is a core element in achieving an understanding of variables that motivate behavior and mediate affect. 


Not surprisingly, similarity has also played a fundamentally important role in psychological experiments and theories. For example, in many experiments people are asked to make direct or indirect judgments about the similarity of pairs of objects. A variety of experimental techniques are used in these studies, but the most common are to ask subjects whether the objects are the same or different, or to ask them to produce a number, between say 1 and 7, that matches their feelings about how similar the objects appear (e.g., with 1 meaning very dissimilar and 7 meaning very similar). The concept of similarity also plays a crucial but less direct role in the modeling of many other psychological tasks. This is especially true in theories of the recognition, identification, and categorization of objects, where a common assumption is that the greater the similarity between a pair of objects, the more likely one will be confused with the other. Similarity also plays a key role in the modeling of preference and liking for products or brands, as well as motivations for product consumption.
Data Flow Diagram / Use Case Diagram / Flow Diagram


The DFD is also called as bubble chart. It is a simple graphical formalism that can be used to represent a system in terms of the input data to the system, various processing carried out on these data, and the output data is generated by the system.

Data flow diagram:
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USE CASE DIAGRAM:






CHAPTER 6
MODULE DESIGN

Software design
System Design is a solution to how to approach to the creation of a system. This important phase provides the understanding and procedural details necessary for implementing the system recommended in the feasibility study. The design step produces a data design, an architectural design and a procedural design. The data design transforms the information domain model created during analysis in to the data structures that will be required to implement the software. 

The architectural design defines the relationship among major structural components into a procedural description of the software. Source code generated and testing is conducted to integrate and validate the software.                                         

From a project management point of view, software design is conducted in two steps. Preliminary design is connected with the transformation of requirements into data and software architecture. Detailed design focuses on refinements to the architectural representation that leads to detailed data structure and algorithmic representations of software.

Logical Design :
The logical design of an information system is analogous to an engineering blue print or conceptual view of an automobile. It shows the major features and how they are related to one another.

The outputs, inputs and relationship between the variables are designed in this phase. The objectives of database are accuracy, integrity and successful recover from failure, privacy and security of data and good overall performance.

Input Design :
The input design is the bridge between users and the information system. It specifies the manner in which data enters the system for processing. It can ensure the reliability of the system and produce reports from accurate date or it may result in the output of error information. 

Online data entry is available which accepts input from the keyboard and data is displayed on the screen for verification. While designing the following points have been taken into consideration. Input formats are designed as per the user requirements.

a) Interaction with the user is maintained in simple dialogues.

b) Appropriate fields are locked thereby allowing only valid inputs.

Output Design :
Each and every activity in this work is result-oriented. The most important feature of information system for users is the output. Efficient intelligent output design improves the usability and acceptability of the system and also helps in decision-making. Thus the following points are considered during output design.

                   (1) What information to be present ?

                   (2) Whether to display or print the information ?

 (3) How to arrange the information in an acceptable format ?      

 (4) How the status has to be maintained each and every time ?

 (5) How to distribute the outputs to the recipients ?

The system being user friendly in nature is served to fulfill the requirements of the users; suitable screen designs are made and produced to the user for refinements. The main requirement for the user is the retrieval information related to a particular user.

Data Design :
Data design is the first of the three design activities that are conducted during software engineering. The impact of data structure on program structure and procedural complexity causes data design to have a profound influence on software quality. The concepts of information hiding and data abstraction provide the foundation for an approach to data design.
Fundamental Design Concepts

Abstraction :
During the software design, abstraction allows us to organize and channel our process by postponing structural considerations until the functional characteristics; data streams and data stores have been established. Data abstraction involves specifying legal operations on objects; representations and manipulations details are suppressed.

Information Hiding :
Information hiding is a fundamental design concept for software. When software system is designed using the information hiding approach, each module in the system hides the internal details if the processing activities and modules communicating only through well-defined interfaces. Information hiding can be used as the principal design technique for architectural design of a system.

Modularity :

Modular systems incorporate collections of abstractions in which each functional abstraction, each data abstraction and each control abstraction handles a local aspect of the problem being solved. Modular system consists of well-defined interfaces among the units. Modularity enhances design clarity, which in turn eases implementation, debugging and maintenance of the software product.

Concurrency :
Software systems can be categorized as sequential or concurrent. In a sequential system, of the system is activate at any given time. Concurrent systems have implemented process that can be activated simultaneously if multiple processors are available.

Verification :
Design is the bridge between customer requirements and implementations that satisfies the customer’s requirements. This is typically done in two steps:

1 Verification that the software requirements definition satisfies the customer’s needs.

2 Verification that the design satisfies the requirements definition.

Development of the software

Software developers may install purchase software or they may write new, custom-designed programs. The choice depends on the cost of each option, the time available to write software and the availability of programmers are part of the permanent professional staff. Sometimes external programming services may be retained on a contractual basis. Programmers are also responsible for documenting the program, providing an explanation of how and why certain procedures are coded in specific ways. Documentation is essential to test the program and carry on maintenance once the application has been installed.

Object-Oriented design
Object-Oriented design is a design strategy where system designers think in terms of ‘things’ instead of operations or functions. The executing system is made up of interacting objects that maintain their own local state and provide operations on that state information. An object-oriented design process involves designing the objects and relationships between these classes. When the design is realized as an executing program, the required objects are created dynamically using class definitions.

An important advantage of an object-oriented approach is that it simplifies the problem of making changes to the design. The reason for this is that object state representation does not influence the design. Changing the internal details of an object is unlikely to affect any other system objects. Furthermore, because objects are loosely coupled, it is usually straightforward to introduce new objects without significant effects on the rest of the system.

The various UML diagrams for the various subsystems involved in a system namely  Registration, login, shopping, billing, shipping, uploading adds, deleting goods, uploading goods, view details, feedback reports, return goods details, delivery enquiry, customer display, searching etc…
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Figure 6.1 Design Layout

(1) Initializing the weights parameters.
(2) Using the EM algorithm to estimate their means and covariance.

(3) Grouping the data to classes by the value of probability density to each class and calculating the weight of each class.

(4) Repeat the first step until the cluster number reaches the desired number or the largest OLR is smaller than the predefined threshold value. Go to step 3 and output the result. A distinctive element in this algorithm is to use the overlap rate to measure similarity between clusters. 
Implementation is the stage of the project when the theoretical design is turned out into a working system. Thus it can be considered to be the most critical stage in achieving a successful new system and in giving the user, confidence that the new system will work and be effective.


The implementation stage involves careful planning, investigation of the existing system and it’s constraints on implementation, designing of methods to achieve changeover and evaluation of changeover methods.

6.1.2 HTML Parser

· Parsing is the first step done when the document enters the process state.

· Parsing is defined as the separation or identification of meta tags in a HTML document.

· Here, the raw HTML file is read and it is parsed through all the nodes in the tree structure.

6.1.3 Cumulative Document

· The cumulative document is the sum of all the documents, containing meta-tags from all the documents. 

· We find the references (to other pages) in the input base document and read other documents and then find references in them and so on. 
· Thus in all the documents their meta-tags are identified, starting from the base document. 

6.1.4 Document Similarity

· The similarity between two documents is found by the cosine-similarity measure technique. 
· The weights in the cosine-similarity are found from the TF-IDF measure between the phrases (meta-tags) of the two documents.
· This is done by computing the term weights involved.

· TF = C / T
· IDF = D / DF.

D ( quotient of the total number of documents
DF ( number of times each word is found in the entire corpus 

C ( quotient of no of times a word appears in each document

T ( total number of words in the document 
·                                   TFIDF = TF * IDF 
6.1.5 Clustering

· Clustering is a division of data into groups of similar objects.
· Representing the data by fewer clusters necessarily loses certain fine details, but achieves simplification.
· The similar documents are grouped together in a cluster, if their cosine similarity measure is less than a specified threshold [9].
6.7 PROPOSED ARCHITECTURE
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INPUT DESIGN

The input design is the link between the information system and the user. It comprises the developing specification and procedures for data preparation and those steps are necessary to put transaction data in to a usable form for processing can be achieved by inspecting the computer to read data from a written or printed document or it can occur by having people keying the data directly into the system. The design of input focuses on controlling the amount of input required, controlling the errors, avoiding delay, avoiding extra steps and keeping the process simple. The input is designed in such a way so that it provides security and ease of use with retaining the privacy. Input Design considered the following things:

· What data should be given as input?

·  How the data should be arranged or coded?

·  The dialog to guide the operating personnel in providing input.

· Methods for preparing input validations and steps to follow when error occur.

OBJECTIVES

1.Input Design is the process of converting a user-oriented description of the input into a computer-based system. This design is important to avoid errors in the data input process and show the correct direction to the management for getting correct information from the computerized system.

2. It is achieved by creating user-friendly screens for the data entry to handle large volume of data. The goal of designing input is to make data entry easier and to be free from errors. The data entry screen is designed in such a way that all the data manipulates can be performed. It also provides record viewing facilities.

3.When the data is entered it will check for its validity. Data can be entered with the help of screens. Appropriate messages are provided as when needed so that the user

 will not be in maize of instant. Thus the objective of input design is to create an input layout that is easy to follow

OUTPUT DESIGN

A quality output is one, which meets the requirements of the end user and presents the information clearly. In any system results of processing are communicated to the users and to other system through outputs. In output design it is determined how the information is to be displaced for immediate need and also the hard copy output. It is the most important and direct source information to the user. Efficient and intelligent output design improves the system’s relationship to help user decision-making.

1. Designing computer output should proceed in an organized, well thought out manner; the right output must be developed while ensuring that each output element is designed so that people will find the system can use easily and effectively. When analysis design computer output, they should Identify the specific output that is needed to meet the requirements.

2.Select methods for presenting information.

3.Create document, report, or other formats that contain information produced by the system.

The output form of an information system should accomplish one or more of the following objectives.

· Convey information about past activities, current status or projections of the

· Future.

· Signal important events, opportunities, problems, or warnings.

· Trigger an action.

· Confirm an action.

CHAPTER 7
JAVA

Java was developed at Sun Microsystems. Work on Java initially began with the goal of creating a platform-independent language and OS for consumer electronics. The original intent was to use C++, but as work progressed in this direction, developers identified that creating their own language would serve them better. The effort towards consumer electronics led the Java team, then known as First Person Inc., towards developing h/w and s/w for the delivery of video-on-demand with Time Warner.
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Fig 7.1 Java 2 Platform,Standard Edition v 1.5

Unfortunately (or fortunately for us) Time Warner selected Silicon Graphics as the vendor for video-on-demand project. This set back left the First Person team with an interesting piece of s/w (Java) and no market to place it. Eventually, the natural synergies of the Java language and the www were noticed, and Java found a market.

Today Java is both a programming language and an environment for executing programs written in Java Language. Unlike traditional compilers, which convert source code into machine level instructions, the Java compiler translates java source code into instructions that are interpreted by the runtime Java Virtual Machine. So unlike languages like C and C++, on which Java is based, Java is an interpreted language.

Java is the first programming language designed from ground up with network programming in mind. The core API for Java includes classes and interfaces that provide uniform access to a diverse set of network protocols. As the Internet and network programming have evolved, Java has maintained its cadence. New APIs and toolkits have expanded the available options for the Java network programmer.

7.1 FEATURES OF JAVA

In one of their early papers about the language, Sun described Java as follows: Java: A simple, object-oriented, distributed, interpreted, robust, secure, architecture neutral, portable, high-performance, multithreaded, and dynamic language. Sun acknowledges that this is quite a string of buzzwords, but the fact is that, for the most part, they aptly describe the language. In order to understand why Java is so interesting, let's take a look at the language features behind the buzzwords.

7.3 JAVA PACKAGES USED IN THE PROJECT >       Swings (JFC)

A Java toolkit for developing graphical user interfaces (GUIs). It includes elements such as menus, toolbars and dialog boxes. Swing is written in Java and is thus platform independent, unlike the Java Abstract Window Toolkit (AWT), which provides platform-specific code. Swing also has more sophisticated interface capabilities than AWT and offers such features as tabbed panes and the ability to change images on buttons. Swing is included in the Java Foundation Classes (JFC) which is provided in the Java Developers

Toolkit (JDK).
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Fig 7.2 Swings

Swing calls the operating system at a lower level than AWT. Whereas AWT routines use native code, Swing was written entirely in Java and is platform independent.

The Java Foundation Classes (JFC) is a graphical framework for building portable Java-based graphical user interfaces (GUIs). JFC consists of the Abstract Window Toolkit (AWT), Swing and Java 2D. Together, they provide a consistent user interface for Java programs, regardless whether the underlying user interface system is Windows, Mac OS X or Linux.

AWT is the older of the two interface libraries, and was heavily criticized for being little more than a wrapper around the native graphical capabilities of the host platform. That meant that the standard widgets in the AWT relied on those capabilities of the native widgets, requiring the developer to also be aware of the differences between host platforms.

An alternative graphics library called the Internet Foundation Classes was developed in more platform-independent code by Netscape. Ultimately, Sun merged the IFC with other technologies under the name "Swing", adding the capability for a pluggable look and feel of the widgets. This allows Swing programs to maintain a platform-independent code base, but mimic the look of a native application.

CHAPTER – 8
IMPLEMENTATION 
The implementation part of this document Hierarchical clustering involves the following steps.

· Input of HTML documents

· HTML parsing

· Finding the Cumulative document with the help of meta tags

· Finding similarity & OLP

· Clustering based on OLP rate.

8.1 HTML DOCUMENTS

The sample HTML documents are used to find the similarity and clustering efficiency. In this example many such documents are provided.
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8.2 CUMULATIVE DOCUMENTS

The next step is finding the cumulative document. With the help of the documents provided, the edges, nodes and phrases of each document are analyzed and listed as shown below.
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8.3 DOCUMENT SIMILARITY AND OLP
This involves the document similarity analysis and thereby finding the Overlapping Rate (OLP Rate).
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8.4 HISTOGRAM FORMATION

            After finding the similarity and the OLP Rate, Histogram is formed. Histogram is also called as Dendogram.
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8.5 CLUSTER FORMATION

Then the final step is the formation of clusters. This is shown in the below figure. Thus the Document clustering using Hierarchical Clustering is done and the causes are documented.
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CHAPTER 9
TESTING

9.1 SYSTEM TESTING

Testing performs very critical role for quality assurance and for ensuring the reliability of the software. The aim of testing is to find the maximum possible number of errors. In other words testing is to identify maximum number of errors with minimum amount of effort and realistic time period.

 All object oriented model should be tested for correctness, completeness and consistency. The system must be tested with respect to functional requirements and also with respect to non functional requirements and also with the module and interaction of modules with other modules that exists in the system. For an error free program the developer would like to determine all the test cases. Hence more number of errors has to be detected with minimum number of test cases.

9.1.1 Unit Testing
     In unit testing each module developed is tested separately for its accuracy, timeliness, simplicity etc. The various errors discovered during the unit testing may be the errors in data interface between routines, logical error in the algorithm and failure to account for various processing cases.


 It may also contain requirement document, design error and implementation. These errors are detected while running with sample data. The errors are then rectified and tested again. This continues till all the errors are removed and the user needs are fully satisfied.


 Each individual file involved in project is tested by the developer by giving the input file. The input file contains numeric value. These inputs are validated by writing Java code. This testing are done at that time of development of the project   

9.1.2 Black Box Testing
 
Black box testing is nothing but running the whole system, but what function is going on is unknown. This testing is otherwise called as structured test; in our project all the files are integrated and tested structurally.

9.1.3 Functional Testing

In this functional testing if the screen goes blank, they may start to wonder as to what is happening and the user could just do anything such as press the enter key a number of times, or switch of the system and so on, but if a message is displayed saying that the processing is in progress and asking the operator to wait, then these type of problems are avoided in the functional testing. 


The functions involved in our project are analyzed by calculating the performance and response time after giving inputs.

9.1.4 System Testing


Testing is vital to the success of the system. System testing makes a logical assumption that if all parts of the system are correct, the goal will be successfully achieved. 

9.2 APPLYING TESTING FOR DOCUMENT SIMILARITY 

9.2.1 Overview 


Testing reveals the presence, but not the absence, of faults. This is where software engineering departs from civil engineering: civil engineers don't test their products to failure.

Two views: 

1. The goal of testing is to find faults. Tests that don't produce failures are not valuable. 

2. Testing can demonstrate correct behavior, at least for the test input. 

9.2.2 Definitions 
Fault - An incorrect design element, implementation item, or other product    

            Fragment that result in error.

Error - Manifestation of a fault during execution; what causes failure.
Failure 
· An observable mismatch between the program and its specification. 

· A mismatch between the program's behavior and the user's expectation of that behavior. 

Mistake - A human act that results in a fault.


Note the cause-effect relationship: mistakes cause faults resulting in errors that produce failures. A fault can result in multiple failures, and a failure can be the result of several faults.
9.2.3 Test Design of Document Hierarchical Clustering
9.2.3.1 Test Components identified for Document Hierarchical Clustering
· Test case. 

1. Input HTML documents.

2. Expected output. (Solution and Issue Report, success ratio with performance)

· Test. 

1. Setup. 

2. Test procedure - how to run the test. 

3. Test_case. 

4. Evaluation. 

5. Tear down. 

· Test suite. A collection of tests. 
9.3 PERFORMANCE ANALYSIS

The clustering approach proposed here is an incremental dynamic method of building the clusters. An overlapped cluster model is adopted here. The key concept for the similarity histogram-based clustering method is to keep each cluster at a high degree of coherency at any time.Represention of the coherency of a cluster is called as Cluster Similarity Histogram.

Cluster Similarity Histogram is a concise statistical representation of the set of pair-wise document similarities distribution in the cluster. A number of bins in the histogram correspond to fixed similarity value intervals. Each bin contains the count of pair-wise document similarities in the corresponding interval [8]. 
The below graph shows a typical cluster similarity histogram, where the distribution is almost a normal distribution. A perfect cluster would have a histogram where the similarities are all maximum, while a loose cluster would have a histogram where the similarities are all minimum.
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Fig 9.1 Performance analysis

CONCLUSION


Given a data set, the ideal scenario would be to have a given set of criteria to choose a proper clustering algorithm to apply. Choosing a clustering algorithm, however, can be a difficult task. Even ending just the most relevant approaches for a given data set is hard. Most of the algorithms generally assume some implicit structure in the data set. One of the most important elements is the nature of the data and the nature of the desired cluster. Another issue to keep in mind is the kind of input and tools that the algorithm requires. This report has a proposal of a new hierarchical clustering algorithm based on the overlap rate for cluster merging. The experience in general data sets and a document set indicates that the new method can decrease the time cost, reduce the space complexity and improve the accuracy of clustering. Specially, in the document clustering, the newly proposed algorithm measuring result show great advantages. The hierarchical document clustering algorithm provides a natural way of distinguishing clusters and implementing the basic requirement of clustering as high within-cluster similarity and between-cluster dissimilarity.
FUTURE WORKS

In the proposed model, selecting different dimensional space and frequency levels leads to different accuracy rate in the clustering results. How to extract the features reasonably will be investigated in the future work.

There are a number of future research directions to extend and improve this work. One direction that this work might continue on is to improve on the accuracy of similarity calculation between documents by employing different similarity calculation strategies. Although the current scheme proved more accurate than traditional methods, there are still rooms for improvement.
APPENDIX 
Classification 

is learning function that maps (classifies) a data item into one of several predefined classes.

Clustering

is a common descriptive task where one seeks to identify a finite set of categories or clusters to describe the data. 
Cluster Analysis
In multivariate analysis, cluster analysis refers to methods 
used to divide up objects into similar groups, or, more precisely, groups whose members are all close to one another on various dimensions being measured. In cluster analysis, one does not start with any apriori notion of group characteristics. The definition of clusters emerges entirely from the cluster analysis - i.e. from the process of identifying "clumps" of objects.
Similarity

A method which determines the strength of the relationship between variables, and/or a means to test whether the relationship is stronger than expected due to the null hypothesis. Usually, we are interested in the relationship between two variables, x and y. The correlation coefficient r is one measure of the strength of the relationship.
OLP

Related by having something in common with or coinciding with.
Matrix 

correlation coefficients. The rows and the columns represent the variables. The diagonal elements are all equal to 1, for the simple reason that the correlation coefficient of a variable with itself equals 1. 
Covariance 

a square, symmetric matrix in which the rows and columns 
Data 
Data is the raw material of a system supplied by data producers and is used by information consumers to create information.
Data mining
A technique using software tools geared for the user who typically does not know exactly what he's searching for, but is looking for particular patterns or trends. Data mining is the process of shifting through large amounts of data to produce data content relationships. It can predict future trends and behaviors, allowing businesses to make proactive, knowledge-driven decisions. This is also known as data surfing.
Mean
For a population or a sample, the mean is the arithmetic average of all values. The mean is a measure of central tendency or location.

Variance
Variance is a measure of dispersion. It is the average squared distance between the mean and each item in the population or in the sample.

Useful  
Actionable; patterns should potentially lead to some useful actions.
Understandable
The process should lead to human insight.
Patterns must be made understandable in order to facilitate a better understanding of the underlying data.
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Calculate the similarity between all possible combinations of two profiles

Two most similar clusters are grouped together to form a new cluster

Calculate the similarity between the new cluster and all remaining clusters.
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