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This project titled ''Multiuser CDMA Communication via Acoustic Channel" revolves around the study of various components of a communication system as used in CDMA and their implementation in the real time system. The system would consist of a PC. A speaker attached to the PC will transmit information signal in the form of sound waves through speakers, the microphone will receive this signal on the same PC.
The purpose of this project is to create an experimental setup for wireless communication in a lab environment thereby fulfilling the experimental requirement in academics. The project is very feasible economically as sound waves instead of electromagnetic waves are used.
This project can be extended to long range wireless transmissions by using an RF front end for the transmission of information signal at long distances.
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[bookmark: _Toc205867742]1.1 Background
As the world progresses forward in technology, with the increase in the different communications, there is a decrease in the available bandwidth. To cater for this problem, different multiple access techniques are used. By using these techniques the bandwidth utilization can be maximized. In these multiple access techniques multiple users can use the same bandwidth. Multiple access techniques have a much greater importance in radio communications in order to make use of the available spectrum. 

[bookmark: _Toc205867743]1.2 Objective	
The objective of the project is to implement a real-time digital acoustic communication system using CDMA. The system should work reliably in a laboratory and a multi-path environment. The system should be able to transmit information from one PC to another through an entirely acoustic channel. Furthermore, the system should be able to separate eight users simultaneously. Thus providing a basis for the future students to have an idea of wireless data transfer.

[bookmark: _Toc205867744]1.3 Problem Specification
The objective of the project is to implement a real-time digital acoustic communication system using CDMA. The system should work reliably in a laboratory environment. The system should be able to transmit information from transmitter to receiver acoustic channel. Furthermore, the system should be able to separate eight users simultaneously. Thus providing a basis for the future students to have an idea of wireless data transfer.

[bookmark: _Toc205867745]1.4 Project Environment
The basic setup for the project consists of a PC. A loudspeaker was connected to the transmitting PC and a microphone was attached with the same PC as a receiving device. 

[bookmark: _Toc205867746]1.5 Report Flow
The remainder of the report is organized as follows. Chapter 2 discusses different multiple access techniques in comparison with each other. Direct Sequence CDMA is also explained in this chapter as this would be implemented during the project. Chapter 3 focuses on the general CDMA communication system and a description of its various components. Chapter 4 describes the communication system that has been implemented in this project. Chapter 5 includes the simulations and results of the project along with the estimation of the channel bandwidth in which the transmitted signal would face minimum corruption.   Chapter 6 discusses some of the observations during the project and some future enhancements are also mentioned here.  The code for this project has been given in chapter 7. 
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Multiple access techniques maximize the utilization of bandwidth with a least possible degradation in the quality of service. Following are the four commonly used multiple access techniques.

[bookmark: _Toc205867748]2.1 Frequency Division Multiple Access:

One of the earliest multiple access techniques used for cellular transmission is FDMA. This transmission is useful when a continuous transmission is required. The total bandwidth assigned is divided among a number of users hence enabling them to use a specific portion of frequencies out of the whole bandwidth simultaneously. These channels are allotted to a user on request from the user. Therefore if there is no request for a certain channel, that portion of bandwidth is wasted. These channels have narrow bandwidth and are consequently implemented in narrow band systems. FDMA does not entail synchronization or timing control as a particular portion of the overall bandwidth is assigned to a specific user for all the time, this helps in decreasing the number of overhead bits. To prevent the interference between adjacent channels, they are separated by guard bands which results in a waste of bandwidth. In order to achieve simultaneous transmission and reception FDMA makes use of duplexer, as the base station has got a separate transmitter and receiver, duplexer enables the mobile to switch between the transmitter and receiver. [1]







[bookmark: _Toc205867749]2.1.1 Non-Linear Effects in FDMA

FDMA systems commonly use one antenna for a number of channels. In order to achieve maximum power efficiency the power amplifier has to operate near the saturation point. At this operating point, the power amplifier tends to show a non-linear causing the signal to show intermodulation frequencies. This in turn results in the adjacent channel interference. [2], [3]


[bookmark: _Toc205864118]Figure 2.1: Channel handling by FDMA

[bookmark: _Toc205867750]2.2 Time Division Multiple Access
TDMA enables a user to occupy the entire bandwidth, but for a finite period of time. Each and every user is allotted time slots during which he/she can use the entire bandwidth. Time synchronization is very important in this technique as the receiver should be able to know that a user has ended sending a data and now it is another user who is transmitting. If time synchronization has been achieved properly, there would be no chance of inter channel interference, still as a precautionary measure, two channels are separated by a small guard time.  There are chances that a call is lost while using TDMA as when a user moves from one cell to another cell there is a probability that no free time slot is available. Two different time slots are used for the transmission and reception in TDMA. This is known as time division duplexing and does not require any duplexers. Moreover as in TDMA the transmission is not continuous, digital modulation techniques are to be used. Transmission from various users is fed into a frame. The preamble bits in the beginning of the frame contain synchronization and address information of the base station and subscribers. [1],[2] 
[image: ]

[bookmark: _Toc205864119]Figure 2.2: Channel handling by TDMA


[bookmark: _Toc205867751]2.3 Space Division Multiple Access:
In SDMA the users are separated spatially. In other words, same frequency can be used in different cells in a cellular network system. These cells should be at a safe distance from each other for the sake of preventing inter-channel interference. Therefore the number of cells in which a region can be divided is limited and consequently limits the frequency re-use factor. Smart antennas can be used to enhance the performance of these systems by steering the antenna beam in the direction of the user and placing nulls in the direction of interfering signals. [1]
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[bookmark: _Toc205864120]Figure 2.3: Intra-cell SDMA
[bookmark: _Toc205867752]2.4 Code Division Multiple Access
Code Division multiple Access is a spread spectrum technique. It increases the throughput of a digital communication system. All the spread spectrum techniques including CDMA have the following main components.

· The signal occupies a bandwidth which is greater than the minimum bandwidth required to send the information. [6]
· Spreading is accomplished by a spreading signal.[6]
· De-spreading is achieved at the receiver by the correlation of the received signal with a replica of the spreading signal used at the transmitter. [6]

[bookmark: _Toc205867753]2.4.1 Direct sequence Spread Spectrums

Direct sequence spread spectrum systems are used in CDMA.
First of all, a PN-code is generated; PN-codes are different for different channels. The message signal modulates the PN-codes, as a result of which the message signal is spread over a greater band of frequencies. Up-sampling is done for the signals to have a greater energy so that they can be received at the receiver correctly. Using an M-ary PSK modulation technique the phase of the signal is shifted pseudo-randomly. A short code system uses PN-sequences of the length equal to the data symbol length, where as a long code system uses PN-sequences of more than the data symbol length. [3]
When the signal reaches the receiver it is again multiplied by the same PN-code. The signal is retrieved and other processing is done on it before completely receiving it. [3] 
The pulse width of a signal limits the bandwidth of a signal. Therefore a message signal with a pulse width 'T' would have a bandwidth B=1/T. The Walsh code with a pulse width (chip rate) 'Tc 'would have a bandwidth of Bw =1/Tc. The factor by which the increase bandwidth of the signal due to spreading can be represented is N= T/ Tc. [4]

[image: ]
[bookmark: _Toc205864121]Figure 2.4: Building blocks of DS-SS


[bookmark: _Toc205867754]2.5 Conclusion

From the above chapters some of the important conclusions that can be drawn are as follows.
In FDMA systems, users are allotted limited amount of bandwidth, whereas in TDMA & CDMA all the channel bandwidth is available to every user. 
Synchronization is an issue for the TDMA system, while FDMA and CDMA have no such problems.
CDMA systems have the maximum capacity, whereas the FDMA systems have the minimum capacity.
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This section focuses on a general communication system that can be employed for CDMA, and different techniques which can be used in different components of the system. A general diagram for a CDMA based communication system is shown below.
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[bookmark: _Toc205864122]Figure 3.1: General CDMA Communication System Block Diagram

[bookmark: _Toc205867756]3.1 Source Formatting

The first and foremost part of a digital communication system is source encoding or formatting. It ensures that the incoming signal is compatible with the digital processing. Whenever data compression is applied to formatting it is known as source coding.
The three basic steps involved in formatting are sampling, quantization and pulse code modulation.

 
In order to make the message signal compatible with the upcoming components of the communication system the message signal needs to be formatted.
The technique used in this project is NRZ (Never Return to Zero). This coding technique is used due to its simplicity and secondly it provides a phase difference of 1800 between two transmitted bits which was 900 when the message was transmitted in the form of 1s and 0s.   

[bookmark: _Toc205867757]3.2 Channel Coding

Channel coding refers to a signal transformation whereby enabling the transmitted signals to better withstand the effect of channel non idealities, the communications performance can be increased. [5]
Channel coding follows source encoding in a general communication system. It caters for the channel's non-ideal behavior to the transmitted signal, i.e. to achieve a minimum bit energy to noise spectral density ratio given a specific probability of bit error, so that the communication system can operate at a low energy with the same probability of bit error or to decrease the probability of bit error for a specific energy to noise spectral density ratio. [5]
Error-correcting codes are of two types i.e. block codes and convolution codes. Block codes, code the incoming message sequence one block at a time. Convolution codes are different from them as they have a memory property, i.e. the n-tuple output of a convolution encoder is the function of the input and the previous K-1 states of the block, where K is the constraint length. [5].

[bookmark: _Toc205867758]3.2.1 Linear Block Codes

Linear block codes can be used to enable the error correcting and error detecting capability of a communication system. The general expression for a linear block code is (n,k). This notation represents that the linear block code converts the incoming block of 'k' information bits into a coded block of 'n' bits. These code bits have no memory, i.e. they only depend on the current information bits.
The functionality of these codes is also illustrated in the following example. Consider a (7,4) linear block code. Where the information bits are (i1, i2, i3, i4). The redundant bits r1, r2 and r3 that are to be added in the message are  





These redundant bits are simply appended with the information bits and the coded bits are formed. The error performance of the communication system increases proportionally with respect to the increase in redundancy. 
This code is also known as the hamming code and the Hamming Distance is defined as the number of disagreements between two codes. Minimum Distance is defined as the hamming distance of a pair of code words with minimum hamming distance. [5]

[bookmark: _Toc205867759]3.2.2 Convolution Block Codes

Three major integers used in these codes are n, k, K. n is the number of encoded bits, k is the number of input information bits and K is the constraint length that describes the number of stages on which the output would be dependant. k/n defines the information per coded bit. The codeword that is produced as a result of this encoding maybe denoted as U = (U1, U2 . . . Un)
At the receiver end, the decoder receives a sequence Z = (Z1, Z2…Zn). This happens due to the non-ideal behavior of the transmission channel, i.e. the noise present in the channel corrupts the incoming signal. The task of the detector would be to rectify the data by extracting the sequence U from the corrupted sequence Z. This would be possible if the receiver has a priori knowledge of how the information was encoded at the transmitter's end. [6]



3.2.2.1 Connection Representation

The connection representation of convolution encoders is shown in the figure below. This can be represented as 
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[bookmark: _Toc205864123]Figure 3.2: Connection Representation of Convolution Coding


3.2.2.2 Polynomial Representation

This representation is done with a point of view that that convolution coder can be treated as a set of cyclic code shift registers. Convolution encoder connections can also be represented by ‘n’ generator polynomials. The degree of the polynomials should be equal to or less than ‘K’.  The polynomials are used for the representation of modulo-2 adders in the encoder.   For the figure given above the polynomials are as follows.

g1(X) = 1+X+X2

g2(X) = 1+X2

U(X) = m(X)g1(X) along with m(x)g2(x)

Consider that m=101, therefore m(X) = 1+X2 



                               

 	                 	

                              

		         
                                                                                                                                                                                               



















3.2.2.3 Functionality

In order to understand the functionality of the convolution encoder, suppose a message m= 1 0 1 has to be encoded.

[image: ]


[bookmark: _Toc205864124]Figure 3.3: Convolution Encoding

U= 11 10 00 10 11 

The important thing to note here is that at the time instant t6 the flushing bits were added in order to empty the register for the upcoming messages. Therefore the output of this was not added in the encoder. [6]

3.2.2.4 Viterbi Convolutional Decoding

The complexity of a viterbi decoder is not a function of the number of symbols in the codeword sequence. The essence of this algorithm is that it calculates a measure of similarity or difference between a received signal at a certain time instant and all the trellis paths entering each state at that instant. When two paths enter the same state, the one with the best metric is chosen, i.e. the one with the minimum path length.[6] This selection of surviving paths is performed for all the states. The decoder continues in this way to advance deeper into the trellis, making decisions by eliminating the least likely path. 
[bookmark: _Toc205867760]3.3 Multiple Access

Multiple Access is a method by which the total throughput of a communications resource can be increased. These techniques are FDMA, TDMA, CDMA, SDMA. These have been discussed in detail in the previous chapter.


There are a number of spreading codes available distinguishable upon their cross and auto correlation properties. Some of these codes are elaborated below.  
These spreading codes must have the following properties, if they are to be used in a direct sequence spread spectrum.

1. The cross-correlation should be near to zero.
2. Each sequence in the set has an equal number of 1s and –1s, or the number of 1s differs from the number of –1s by at most 1.
3. The scaled dot product of each code should be equal to 1.

[bookmark: _Toc205867761]3.3.1 Maximum length sequences

These sequences can be generated by using shift registers with feedback applied on them. These sequences meet all the conditions for spreading sequences very strictly. The cross correlation between this sequence and noise is very low, which helps in detecting signal out of noise in the receiver. These sequences are very useful for encryption as they also have a very low cross correlation with each other.
The randomness properties of maximal length sequences can be seen here.

[bookmark: _Toc205867762]3.3.2 Gold Sequence

In order to create two gold sequences, two maximum length sequences are to be combined. They have a very low auto-correlation which enables CDMA systems to transmit asynchronously. Gold sequences are constructed from pairs of preferred m-sequences by modulo-2 addition of two maximal
Sequences of the same length [7]

[bookmark: _Toc205867763]3.3.3 Walsh Codes

Walsh codes have to be created from hadamard matrices. All generated Walsh codes would be orthogonal to each other. The basic hadamard matrix is shown below. These sequences provide low cross-correlation between each other. Secondly, the number of 1s is equal to number of 1s in every codeword. 


By looking at the matrix above, Walsh codes with different lengths can be generated with the help of recursion. For a clear understanding Walsh codes with length equal to 4 are illustrated below.

 =

[bookmark: _Toc205867764]3.4 Bandpass Signaling

In bandpass modulation, the shaped pulses from the baseband modulation are modulated with a carrier wave. Bandpass modulation can be used to separate different signals if if a channel is utilized by more than one signals. [6]
Modulation techniques are used in order to make the signal compatible with the channel characteristics. For the transmission of signal in the form of electromagnetic waves, the signal must be set to a higher carrier frequency in order to limit the antenna size of the relation as both the frequency of the signal and the antenna size are inversely proportional to each other. In this project the signal has to travel over the medium as sound waves. So it is necessary for the signal to be at a frequency which would be within the frequency band of sound i.e. 20-20 KHz. It can also be used to assign different frequencies to signals if more than one signal is propagating through a channel. [6]








[bookmark: _Toc205867765]3.4.1 Binary Phase Shift Keying

A transmitted sequence uses M phases to represent different symbols in PSK. BPSK uses two phases to represent a 1 and -1. The two output signals due to this modulation would then be represented as follows.


:          

:          
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[bookmark: _Toc205864125]Figure 3.4: BPSK Constellation

The receiver receives a bandpass signal after the carrier multiplication. One implementation of the BPSK demodulator is the matched-filter approach. The received signal r (t) has two components: the originally transmitted signal si (t) where i could be either +1 or -1; and noise n(t), which has been introduced by the channel. The received signal r (t) is multiplied by the reference signals. The multiplied result is then integrated over one bit interval T. The resulting output would be as follows.




Where the first term is the result of the transmitted 1 and the second term the result of noise. Assuming that there is no noise present in the atmosphere, the output would be as follows. 
				


Similarly, assuming that a -1 was transmitted, the output in the absence of noise would then be as shown below. Therefore, the decision threshold decides that the transmitter sent a +1 if the integrated result is greater than 0 and -1 if the integrated result is less than 0. In this maximum likelihood detector implementation, it is assumed that the probability of sending a +1 is equal to the probability of sending a -1.
Furthermore, it is assumed that the demodulator is coherent (i.e., the phase of its reference signal perfectly matches the phase of the transmitter). [5]
 

[bookmark: _Toc205867766]3.4.2 Quadrature phase-shift keying
BPSK is capable of transmitting one bit of information (+1 or -1) per symbol period T. On the other hand QPSK can transmit two bits of information per symbol period. It makes use of the quadrature component in addition to the in-phase component. The in-phase and quadrature components can be combined without interfering with each other because the two are orthogonal to each other; that is, [5]




Therefore, a second BPSK signal in quadrature can be added to the first without introducing interference to either one. This technique, known as QPSK, effectively doubles the bandwidth efficiency of BPSK because it is able to transmit an additional bit during T. For this system to transmit four different symbols, it is necessary to have four different waveforms. These are shown below. [5]




		          


                                                =                 

                           

                                                =

                                  

                                                =


The transmitter changes the phase of the signal depending upon which signal it has to send.
The transmitter consists of I and Q channel i.e. the two bits of the symbol are fed into the two of the channels simultaneously hence improving the data rate of the communication system.
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[bookmark: _Toc205864126]Figure 3.5: QPSK Modulator
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[bookmark: _Toc205864127]Figure 3.6: QPSK Modulator
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[bookmark: _Toc205864128]Figure 3.7: QPSK Demodulator


The detection procedure is same as that of BPSK. The received signal is multiplied by a reference signal and integrated over a time interval T. The decision is made by checking whether the received signal level is greater or less than 1. 

Two bits at a time are transmitted in QPSK. Therefore, the bandwidth of the channel would be utilized to the maximum due to an increased data rate. On the other hand this technique will be inefficient in the systems where there is a limited bandwidth. 
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This section describes how different baseband, band pass and multiple access techniques were used for the communication system of this project.
The basic parameters of the design are that it has a data rate of 2000bits/sec, whereas the sampling frequency is 44 kHz.
Following is the communication system that was used in the transmission of data via acoustic channel.
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[bookmark: _Toc205864129]Figure 4.1: Design of Communication System

[bookmark: _Toc205867768]4.1 Transmitter
As discussed in the previous chapter, formatting is done to an input signal in order to make it more compatible to the communication system. Therefore, as a first the incoming message is NRZ encoded in order to make it compatible with the Walsh codes which are also in NRZ form. 

[bookmark: _Toc205867769]4.1.1 Channel Coding
Convolution coding is used as a channel coding technique in order to improve system performance in presence of channel variations.
In order to perform convolution coding, first of all a trellis has to be defined. 

· The number of input symbols is two.
· Number of output symbols is two.
· Number of states is four.
The convolution encoding and the viterbi decoding is implemented by using the matlab command of ‘convenc’.
There are two systems implemented in this project i.e. a system with channel coding and one without it. 

[bookmark: _Toc205867770]4.1.2 Multiple Access
To use multiple access technique, direct sequence spread spectrum is used. This spreading method is discussed in detail. The fundamental criterion upon which the selection of codes for the sake of spreading depends is its auto correlation and cross correlation properties. The properties of these codes are application oriented. For example in radars the codes with good autocorrelation properties are very important as the radar has to avoid the echo signals for the accurate range measurement of a target. Whereas in a CDMA based system, as there are a number of users transmitting at the same time, therefore it is required to have superior cross-correlation properties. Therefore orthogonal signals are required to be used in this type of system. The spreading sequence used is 8 bit Walsh code, these Walsh codes have good cross correlation properties as they are orthogonal to each other, the autocorrelation property is not required as the system requires transmission over a short distance.  

[bookmark: _Toc205867771]4.1.3  Bandpass Signaling
For the bandpass signaling, BPSK is used as the modulation technique. The sampling frequency is 44 kHz, the carrier frequency at which the baseband signal is modulated is 2 kHz. Each sin wave of the carrier has 22 samples. Therefore, the data rate of the system would be 2kHz. 
Although from the channel estimation, it was concluded that the noise levels are high in the lower frequencies, but if a higher frequency was chosen in a carrier. The number of samples within a single carrier would have reduced as the sampling frequency has to be kept fixed at 44000 which is the sampling frequency of the sound card.

[bookmark: _Toc205867772]4.1.4  Root Raised Cosine Filtering
The higher the data rate of the communication system, the higher would be the throughput. But on the other hand it increases the bandwidth. Normally, in order to reduce this bandwidth, pulse shaping techniques are used. Root raised cosine filtering is one of these techniques. If the bandwidth is limited by using these techniques, the signal would spread in the time domain, and as a result the ISI would increase. Therefore, a certain threshold is set up to which the bandwidth can be compressed without introducing ISI, this threshold is called the Nyquist minimum.
The raised cosine filter is a type of low pass filter, with a certain amount of roll of factor. It can be expressed as
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[bookmark: _Toc205864130]Figure 4.2: Time domain response of the Filter

[image: ]

[bookmark: _Toc205864131]Figure 4.3: Time domain response of the Filter



The following figure shows the frequency and time domain response of a raised cosine filter. As the roll off is increased, the tails in the frequency response tend to disappear.
The roll off choice for this filter is 0.5.
[bookmark: _Toc205867773]  4.1.5 Symbol Packing

In symbol packing, a training sequence is appended at the start and end of the signal. In addition to this, 1000 zeros are also appended o the end at start of this signal. These zeros are added to the signal so that even if the receiver is unable to record initial bits, these initial bits would be those additional zeros that were added, at the transmitter end. As a result it made the complete reception of signal at the receiver.

	Zeros
	Training Sequence
	Message Signal
	Training Sequence
	Zeros



[bookmark: _Toc205864132]Figure 4.4: Symbol Packing

[bookmark: _Toc205867774]4.2 Channel
This is a wireless system, and the channel is called acoustic because signal traverses in air from the transmitter to receiver in the form of sound waves. Normally, the wireless channel is modeled with AWGN channel, but that is the case when electromagnetic waves are used. 
Sound waves are used in water rather than in air, therefore papers are written about their models in air, but no such paper or thesis can be found on the modeling of sound waves travelling through air. 
Therefore, it was assumed that when sound waves traverse through air, an AWGN channel can be used.

[bookmark: _Toc205867775]4.3 Receiver
For simulation purposes the transmitted signal is written to a ‘wav’ file and is received by reading that ‘wav’ file .In real time, the transmitter i.e. the speaker generates a sound that is recorded by the receiver with the help of a microphone. 

[bookmark: _Toc205867776]4.3.1 Synchronization
Once a real time system has to be implemented, synchronization is a very important part of it. This is not the kind of synchronization that is required between different users as in TDMA because in TDMA different users are transmitting and receiving in different times, where as CDMA means that all the users transmit at the same time as a single sum signal. 
In this system, it is assumed that the receiver is on all the time. Therefore whenever the transmitter will send the message signal, there should be some way through which the receiver can determine where its signal of interest is. This can be done by correlating the training sequence with the received signal. The part where the maximum correlation occurs would be the start of the signal and the second maximum in the correlation would give the end of the message signal. 

[bookmark: _Toc205867777]4.3.2 Matched Filtering
As the signal has been pulse shaped using the root raised cosine filter at the tranmitter end, therefore matched filtering and down sampling has to be done at the receiver’s end. This is implemented by passing the received signal again by the root raised cosine filter that was used at the transmitter.

[bookmark: _Toc205867778]4.3.3 Demodulation
The signal is then demodulated by multiplying it again by the carrier signal. The output would be a demodulated signal, but this demodulated signal would be actually a sum of all the spreaded signals. In order to extract the individual message signal of each user, the spreaded signal is then again multiplied by the Walsh code and is then integrated over a symbol time.


[bookmark: _Toc205867779]4.3.4 De-spreading
In order to extract the individual message signal of each user, the spreaded signal is then again multiplied by the Walsh code and is then integrated over a symbol time.
[bookmark: _Toc205867780]4.3.5 Channel Decoding
If the channel coding was not employed by the transmitter, then the despreaded messages would be the received signals. In the channel coding case, the signal will have to be decoded by using the viterbi decoding function in matlab. After decoding the signal will have to be shifted 3 bits to the left as zeros are flushed in during the convolution coding.  

[bookmark: _Toc205867781]4.3.6 Source Decoding
In source decoding the NRZ encoded message has to be decoded back to its original form i.e. ones and zeros.   

[bookmark: _Toc205867782]4.4 Conclusion
This is how the communication system for this project was designed. It does not follow the CDMA standards such as IS-95 and CDMA 2000, because the designed communication system was created for a specific purpose i.e. data transfer via sound waves. To achieve this CDMA direct sequence was used as a tool. Therefore all of this system is not a CDMA system. 
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[bookmark: _Toc205867783]CHAPTER NO 5

[bookmark: _Toc205867784]5.1 Implementation on MATLAB

[bookmark: _Toc205867785]5.1.1 Transmitter
1. There are eight different message signals of 9 bits, each corresponding to an individual user. 
2. These message signals are then NRZ encoded.
3. Up sampling is applied on the NRZ signals.
4. Walsh code of length 8 bits has to be generated now.
5. Once the code is generated it is also up sampled such that the length of one Walsh code is equal to the length of one message signal bit.
6. These spreaded signals are then BPSK modulated on a carrier frequency of 2 KHz.
7. The modulated signals are then summed, now there is one sum signal that is to be transmitted.
8. The sum signal is then passed through a root raised cosine filter for pulse shaping.
9. A training sequence is appended to the start and end of the signal. 
10. For simulation purposes, the signal is written to a ‘wav’ file.
11. For real time transmission, the signal is transmitted via sound  card at a sampling frequency of 44 kHz. 

[bookmark: _Toc205867786]5.1.2 Receiver
1. In case of simulation, the signal is read from the wav file.
2. If real time transmission is done, then the signal has to be recorded.
3. This received signal is then synchronized and passed through the same root raised cosine filter.
4. This signal is then demodulated by using the same carrier as in transmitter.
5. Eight different despreaded signals are then obtained by multiplying each Walsh code with the signal.
6. Each bit of a message signal is then retrieved by integrating the despreaded signal over the symbol time.
7. The message signal will be retrieved at the receiver.

 
[bookmark: _Toc205867787]5.2 Simulations & Results
[bookmark: _Toc205867788]5.2.1 Results of the single user Communication system
Based on the study of CDMA systems that has been discussed in detail in the previous chapters, a simulation of the CDMA system within one PC was carried out, so that the concept of spreading could be verified. To check the spreading factor or the processing gain concept explained earlier. A Walsh code of length 2 was selected to spread the same message.
[image: 2 bit]
[bookmark: _Toc205864133]Figure 5.1: Spreading of message signal

The frequency response of the signal can be easily seen from the power spectral density of the two signals. It can be easily seen from the figure below that the bandwidth of the signal has increased from 500 Hz to 1 KHz. This verifies the concept of spreading factor. As the pulse width of message signal was 20 and the Walsh code was 10. Therefore a spreading gain of 2 is achieved.

[image: message signal]
[bookmark: _Toc205864134]Figure 5.2: Power Spectral Density of message signal


[image: spreaded signal]

[bookmark: _Toc205864135]Figure 5.3: Power Spectral Density of spreaded signal


The length of the bits is kept 9 and that of the Walsh code is kept 8.In the first phase the Walsh codes were generated, and then they were used to spread the information signal. After that the signal was digitally modulated. After passing through the AWGN channel, the message was recovered by the receiver. 
These simulations show a number of results that are discussed in the chapter.  

5.2.1.1 Transmitter
[image: spreading]
[bookmark: _Toc205864136]Figure 5.4: Message spreading using Walsh codes

The figure above shows the message and the Walsh codes both in NRZ form. The pulse width of message signal is 80 whereas that of the Walsh code is 10. This means that the processing gain or the spreading factor would be equal to 8. In other words it can be said that the bandwidth of the message signal is increased 8 times than its original bandwidth. After this the spreaded signal is modulated and passed through the AWGN channel. 

5.2.1.2 Receiver
[image: retievedsignal]
[bookmark: _Toc205864137]Figure 5.5: Message detection at receiver end

[bookmark: _Toc205867789]5.2.2 Results of the eight user Communication system

[image: ]

[bookmark: _Toc205864138]Figure 5.6: Message Signal & Spreaded Signal

The final communication system that is created now can transmit 9 bit messages of 8 users simultaneously. Its performance measures are shown below.

[image: ]

[bookmark: _Toc205864139]Figure 5.7: BER of an 8 user System

[bookmark: _Toc205867790]5.3 Channel Estimation
As the communication system employed in this project is wireless, the medium of transmission or the channel between the transmitter and receiver is air. Therefore, for the minimum corruption in the transmitted signal, it is very important to do some channel modeling in order to obtain a certain transmission bandwidth and the carrier frequency for modulation.
For the channel estimation, a chirp signal with start and stop frequency of 20 and 20 KHz respectively was transmitted from one pc via sound card, it was recorded by the receiving pc through the sound card.  The sampling frequencies of both the transmitter and the receiver were 44.1 KHz. The following figures could be seen below.

[image: frequency respone (db)]
[bookmark: _Toc205864140]Figure 5.8: Transmitted Chirp Signal

[image: periodogram]
[bookmark: _Toc205864141]Figure 5.9 Frequency Response

[image: psdplot2]
[bookmark: _Toc205864142]Figure 5.10 PSD of received Chirp

[image: frezplot1]
[bookmark: _Toc205864143]Figure 5.11 Frequency Response of received Chirp
As we can see that the minimum attenuation occurs from 5 to 15 KHz, therefore we will select our carrier frequency from this frequency band in order to have minimum attenuation on the transmitted signal.
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[bookmark: _Toc205867791]Chapter No 6
Some of the observations that were made during the projects were, that first of all the system can use Walsh code instead of any other code because this system is implemented at short distances, and therefore there will be negligible amount of multipath present. Secondly, the modulation technique used in the project would be BPSK due limitation of data rate provided by the sound card.    

[bookmark: _Toc205867792]6.1 Final Overview

The seventh semester's deliverables included the channel estimation of the environment. This requirement of the project has been completed. Furthermore a simulation of the CDMA system has been conducted for testing purposes. In this simulation, the transmitter does not use channel coding. 
After the completion of the project, the system can now transmit and receive 9 bit binary messages at a distance of 1 m. The system is properly synchronized, i.e. the receiver is listening all the time and when the signal of interest is transmitted it extracts it out of the noise.

[bookmark: _Toc205867793]6.2 Project Enhancements
There can be a number of developments in this project to take this to a new level.

One of the major developments can be to use this system under water, as sound waves travel a long distance under water.
Presently, the sound waves are used for transmission and reception; this project can be implemented on RF. In this way it would be a wireless system in the true essence.
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[bookmark: _Toc205867794]Appendix A
[bookmark: _Toc205867795]A.1 MATLAB CODE FOR TRANSMITTER
msg_orig1 = [1 0 1 0 1 0 1 0 1];
msg_orig2 = [0 1 0 1 0 1 0 1 0];
msg_orig3 = [0 0 1 1 0 0 1 1 1];
msg_orig4 = [1 0 0 1 1 0 1 0 1];
msg_orig5 = [1 1 1 0 0 0 1 1 1];
msg_orig6 = [1 0 1 0 0 0 1 1 0];
msg_orig7 = [1 1 1 0 0 0 1 1 1];
msg_orig8 = [0 0 0 0 1 0 1 0 1];
 
msg_1 = [msg_orig1 zeros(1,3)];
coded1 = convenc(msg_1,trellis);
 
msg_2 = [msg_orig2 zeros(1,3)];
coded2 = convenc(msg_2,trellis);
 
msg_3 = [msg_orig3 zeros(1,3)];
coded3 = convenc(msg_3,trellis);
 
msg_4 = [msg_orig4 zeros(1,3)];
coded4 = convenc(msg_4,trellis);
 
msg_5 = [msg_orig5 zeros(1,3)];
coded5 = convenc(msg_5,trellis);
 
msg_6 = [msg_orig6 zeros(1,3)];
coded6 = convenc(msg_6,trellis);
 
msg_7 = [msg_orig7 zeros(1,3)];
coded7 = convenc(msg_7,trellis);
 
msg_8 = [msg_orig8 zeros(1,3)];
coded8 = convenc(msg_8,trellis);
 fs=44000;
fc=2000;
drate = 2000;

%%%%%%%%Walsh Code Generation%%%%%%%%
N=8;
M=ceil(log(N)/log(2));
if 2^M==1;
W=[1];
else if 2^M==2;
W=[1 1;1 -1];
else W=[1 1 1 1;1 -1 1 -1;1 1 -1 -1;1 -1 -1 1];
for k=1:M-2
W=[W W;W -W];
end
end
end
 
Code_1=W(1,:);
Code_2=W(2,:);
Code_3=W(3,:);
Code_4=W(4,:);
Code_5=W(5,:);
Code_6=W(6,:);
Code_7=W(7,:);
Code_8=W(8,:);
 
up_samp = 22*length(Code_1);
msg_NRZ1=2*coded1-1;
msg_NRZ1 = (msg_NRZ1' * ones(1,up_samp))';
msg_NRZ1 = msg_NRZ1(:)';
 
msg_NRZ2=2*coded2-1;
msg_NRZ2 = (msg_NRZ2' * ones(1,up_samp))';
msg_NRZ2 = msg_NRZ2(:)';
 
msg_NRZ3=2*coded3-1;
msg_NRZ3 = (msg_NRZ3' * ones(1,up_samp))';
msg_NRZ3 = msg_NRZ3(:)';
 
msg_NRZ4=2*coded4-1;
msg_NRZ4 = (msg_NRZ4' * ones(1,up_samp))';
msg_NRZ4 = msg_NRZ4(:)';
 
msg_NRZ5=2*coded5-1;
msg_NRZ5 = (msg_NRZ5' * ones(1,up_samp))';
msg_NRZ5 = msg_NRZ5(:)';
 
msg_NRZ6=2*coded6-1;
msg_NRZ6 = (msg_NRZ6' * ones(1,up_samp))';
msg_NRZ6 = msg_NRZ6(:)';
 
msg_NRZ7=2*coded7-1;
msg_NRZ7 = (msg_NRZ7' * ones(1,up_samp))';
msg_NRZ7 = msg_NRZ7(:)';
 
msg_NRZ8=2*coded8-1;
msg_NRZ8 = (msg_NRZ8' * ones(1,up_samp))';
msg_NRZ8 = msg_NRZ8(:)';
 
Code_1_up = repmat(Code_1,1,length(coded1));
Code_1_up = (Code_1_up' * ones(1,22))';
Code_1_up = Code_1_up(:)';
 
Code_2_up = repmat(Code_2,1,length(coded2));
Code_2_up = (Code_2_up' * ones(1,22))';
Code_2_up = Code_2_up(:)';
 
Code_3_up = repmat(Code_3,1,length(coded3));
Code_3_up = (Code_3_up' * ones(1,22))';
Code_3_up = Code_3_up(:)';
 
Code_4_up = repmat(Code_4,1,length(coded4));
Code_4_up = (Code_4_up' * ones(1,22))';
Code_4_up = Code_4_up(:)';
 
Code_5_up = repmat(Code_5,1,length(coded5));
Code_5_up = (Code_5_up' * ones(1,22))';
Code_5_up = Code_5_up(:)';
 
Code_6_up = repmat(Code_6,1,length(coded6));
Code_6_up = (Code_6_up' * ones(1,22))';
Code_6_up = Code_6_up(:)';
 
Code_7_up = repmat(Code_7,1,length(coded7));
Code_7_up = (Code_7_up' * ones(1,22))';
Code_7_up = Code_7_up(:)';
 
Code_8_up = repmat(Code_8,1,length(coded8));
Code_8_up = (Code_8_up' * ones(1,22))';
Code_8_up = Code_8_up(:)';
 
%%%%%%%% Spreading%%%%%%%%
spreaded1=Code_1_up.*msg_NRZ1;     
spreaded2=Code_2_up.*msg_NRZ2;
spreaded3=Code_3_up.*msg_NRZ3;
spreaded4=Code_4_up.*msg_NRZ4;
spreaded5=Code_5_up.*msg_NRZ5;     
spreaded6=Code_6_up.*msg_NRZ6;
spreaded7=Code_7_up.*msg_NRZ7;
spreaded8=Code_8_up.*msg_NRZ8;
 
%%%%%%%Modulation%%%%%%%
l=length(spreaded1);
t=0:1/1/fs:(1/fc-1/fs);
c=sin(2*pi*fc*t);
 
p=0;
for j=1:l/22
for i=1:22
mod_1(i+p)=spreaded1(i+p).*c(i);
end
p=p+22;
end
 
p=0;
for j=1:l/22
for i=1:22
mod_2(i+p)=spreaded2(i+p).*c(i);
end
p=p+22;
end
 
p=0;
for j=1:l/22
for i=1:22
mod_3(i+p)=spreaded3(i+p).*c(i);
end
p=p+22;
end
 
p=0;
for j=1:l/22
for i=1:22
mod_4(i+p)=spreaded4(i+p).*c(i);
end
p=p+22;
end
 p=0;
for j=1:l/22
for i=1:22
mod_5(i+p)=spreaded5(i+p).*c(i);
end
p=p+22;
end
 
 
p=0;
for j=1:l/22
for i=1:22
mod_6(i+p)=spreaded6(i+p).*c(i);
end
p=p+22;
end
 
p=0;
for j=1:l/22
for i=1:22
mod_7(i+p)=spreaded7(i+p).*c(i);
end
p=p+22;
end
 
p=0;
for j=1:l/22
for i=1:22
mod_8(i+p)=spreaded8(i+p).*c(i);
end
p=p+22;
end
 
sum_mod = mod_1 + mod_2 + mod_3 + mod_4 + mod_5 + mod_6 + mod_7 + mod_8;
norm_mod = sum_mod/max(sum_mod);
 
%%%%%%%Root Raised Cosine Filtering%%%%%%%
Fd=fs/drate;
rolloff=0.5;
delay=3;
rrcos_filt = rcosine(1,Fd,'fir/sqrt',rolloff,delay);
 
shaped_msg=rcosflt(norm_mod,1,Fd,'filter',rrcos_filt);
norm_shaped=shaped_msg/max(shaped_msg);
norm_shaped=norm_shaped';
 %%%%%%%Symbol Packing%%%%%%%

t=0:1/fs:1/fc;
A=sin(2*pi*fc*t);
B=cos(2*pi*fc*t);
Ts = [A A A A B A A A B B A A B B B A B B B B B B B B B B B B B A B B B A A B B A A A B A A A A A A A A A];
L=zeros(1,1000);
Packet = [L Ts norm_shaped Ts L];

[bookmark: _Toc205867796]A.2 Defining the trellis
%%%%%%Tresllis%%%%%%

trellis = struct('numInputSymbols',2,'numOutputSymbols',4,...
'numStates',4,'nextStates',[0 2;0 2;1 3;1 3],...
'outputs',[0 3;1 2;3 0;2 1]);
[bookmark: _Toc205867797]A.3 MATLAB CODE FOR RECEIVER
rxd= wavread('signal');          %%%%Reading ‘Packet’ from ‘wav’ file %%%%%
rxd=rxd';                              %%%%%wavrecord is used for realtime%%%%%


%%%%%%%Synchronization%%%%%%%%
decision_mtx=zeros(1,(length(rxd)-length(Ts)));
for i=1:length(decision_mtx)
temp=rxd(i:(i+length(Ts))-1);
temp1=sum(temp.*Ts);
correlated(i)=temp1;
end
[x,j]=sort(correlated,2,'descend');
start=j(1);
stop=j(2);
sep = 2;
while (abs(stop-start) < length(Ts))
stop = j(sep);
sep = sep+1;
end

if (stop<start)
 
temp = stop;
stop = start;
start = temp;
end
 
rxdsync=rxd(start+length(Ts):stop-1);
%%%%%%Matched Filtering %%%%%% 
rrcos_filt = rcosine(1,Fd,'fir/sqrt',rolloff,delay);
recoverd_mod= rcosflt(rxdsync,1,Fd,'Fs/filter',rrcos_filt);
recoverd_mod = downsample(recoverd_mod,Fd);             % Downsample.
recoverd_mod = recoverd_mod(2*delay+1:end-2*delay); % Account for delay.
recoverd_mod=recoverd_mod';


%%%%%%phase recovery%%%%%%%

t1 = 0:1/fs:(length(recoverd_mod)-1)/fs;
carrier = sin(2*pi*fc*t1);
dem = carrier.*recoverd_mod;
 
%%%%%%De-Spreading%%%%%%%

 de_spread1=dem.*Code_1_up;
de_spread2=dem.*Code_2_up;
de_spread3=dem.*Code_3_up;
de_spread4=dem.*Code_4_up;
de_spread5=dem.*Code_5_up;
de_spread6=dem.*Code_6_up;
de_spread7=dem.*Code_7_up;
de_spread8=dem.*Code_8_up;



%%%%%%Extracting Individual Users%%%%%%
 
msg_despread1 = reshape(de_spread1,8*22,[]);
dim1 =size(msg_despread1);
msg_despread1 = msg_despread1(:)';
 
temporal=0;
for i=1:dim1(2)
djixstras = msg_despread1(i+temporal-(i-1):dim1(1)+temporal);
sig_retreived1(i) = sum(djixstras);
temporal=temporal+dim1(1);
end    
 
msg_despread2 = reshape(de_spread2,8*22,[]);
dim2 =size(msg_despread2);
msg_despread2 = msg_despread2(:)';
 
temporal=0;
for i=1:dim2(2)
djixstras = msg_despread2(i+temporal-(i-1):dim2(1)+temporal);
sig_retreived2(i) = sum(djixstras);
temporal=temporal+dim2(1);
end
 msg_despread3 = reshape(de_spread3,8*22,[]);
dim3 =size(msg_despread3);
msg_despread3 = msg_despread3(:)';
 
temporal=0;
for i=1:dim3(2)
djixstras = msg_despread3(i+temporal-(i-1):dim3(1)+temporal);
sig_retreived3(i) = sum(djixstras);
temporal=temporal+dim3(1);
end
 
msg_despread4 = reshape(de_spread4,8*22,[]);
dim4 =size(msg_despread4);
msg_despread4 = msg_despread4(:)';
 
temporal=0;
for i=1:dim4(2)
djixstras = msg_despread4(i+temporal-(i-1):dim4(1)+temporal);
sig_retreived4(i) = sum(djixstras);
temporal=temporal+dim4(1);
end    
 
msg_despread5 = reshape(de_spread5,8*22,[]);
dim5 =size(msg_despread5);
msg_despread5 = msg_despread5(:)';
 
temporal=0;
for i=1:dim5(2)
djixstras = msg_despread5(i+temporal-(i-1):dim5(1)+temporal);
sig_retreived5(i) = sum(djixstras);
temporal=temporal+dim5(1);
end    
 

msg_despread6 = reshape(de_spread6,8*22,[]);
dim6 =size(msg_despread6);
msg_despread6 = msg_despread6(:)';
temporal=0;
for i=1:dim6(2)
djixstras = msg_despread6(i+temporal-(i-1):dim6(1)+temporal);
sig_retreived6(i) = sum(djixstras);
temporal=temporal+dim6(1);
end
 
msg_despread7 = reshape(de_spread7,8*22,[]);
dim7 =size(msg_despread7);
msg_despread7 = msg_despread7(:)';
 
temporal=0;
for i=1:dim3(2)
djixstras = msg_despread7(i+temporal-(i-1):dim7(1)+temporal);
sig_retreived7(i) = sum(djixstras);
temporal=temporal+dim7(1);
end
 
msg_despread8 = reshape(de_spread8,8*22,[]);
dim8 =size(msg_despread8);
msg_despread8 = msg_despread8(:)';
 
temporal=0;
for i=1:dim8(2)
djixstras = msg_despread8(i+temporal-(i-1):dim8(1)+temporal);
sig_retreived8(i) = sum(djixstras);
temporal=temporal+dim8(1);
end    
 
sig1 = sig_retreived1>0;
sig2 = sig_retreived2>0;
sig3 = sig_retreived3>0;
sig4 = sig_retreived4>0;
sig5 = sig_retreived5>0;
sig6 = sig_retreived6>0;
sig7 = sig_retreived7>0;
sig8 = sig_retreived8>0;
%%%%%%Viterbi Decoding%%%%%%

msg_decoded1 = vitdec(double(sig1),trellis,3,'cont','hard'); 
msg1 = msg_decoded1(4:end);
    
msg_decoded2 = vitdec(double(sig2),trellis,3,'cont','hard'); 
msg2 = msg_decoded2(4:end);
    
msg_decoded3 = vitdec(double(sig3),trellis,3,'cont','hard'); 
msg3 = msg_decoded3(4:end);
    
msg_decoded4 = vitdec(double(sig4),trellis,3,'cont','hard'); 
msg4 = msg_decoded4(4:end);
    
msg_decoded5 = vitdec(double(sig5),trellis,3,'cont','hard'); 
msg5 = msg_decoded5(4:end);
    
msg_decoded6 = vitdec(double(sig6),trellis,3,'cont','hard'); 
msg6 = msg_decoded1(4:end);
    
msg_decoded7 = vitdec(double(sig7),trellis,3,'cont','hard'); 
msg7 = msg_decoded7(4:end);
    
msg_decoded8 = vitdec(double(sig8),trellis,3,'cont','hard'); 
msg8 = msg_decoded8(4:end);


[bookmark: _Toc205867798]A.4 Plots & Figures 
%%%%%%Message Signal%%%%%%

Figure(1)
Subplot(2,1,1);
Stem(msg_NRZ2,'.');
Subplot(2,1,2);
Stem(msg2,'.');

%%%%Transmitted & Recorded Signal%%%%
 
Figure(2)
Subplot(2,1,1);
Plot(Packet);
Subplot(2,1,2);
Plot(rxd);
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