FMS: NETWARE COMMUNICATION

 Novell developed with NetWare a network operating system that no complex and overweighted GUI needs for use on servers. Novell provides simple but powerful text-based menus on the command line for the configuration since the first NetWare release. The administration of resources like printers, files and users is possible with a client and a graphical window system and granted administrator rights. Since NetWare 6 no more clients is necessary for this, the configuration can be done completely on the server. 

NetWare needs only low hardware requirements and has memory protection. It protects single processes from each other and is very stable through this in operation. Virtual memory is used reliably. By IFS file systems can be exchanged. This operating system is used for all sorts of fields of application. Use as a directory service, Internet server, Intranet server, file server or also application server is part of it. 

The first release of NetWare was 1983 for the operating system DOS. In 2005 the current version of the network operating system Open Enterprise Server was published in different variants. Either with NetWare 6.5 kernel or Linux kernel of the Sues Enterprise 9 server, no matter which variant is used the same services are available. 
Introduction

NetWare, made by Novell, introduced in the early 1980s.  Is a widely-installed network server operating system. Initially very successful in installing its products in large and small office local area networks (LANs), Novell redesigned (or at least refeatured) NetWare to work successfully as part of larger and heterogeneous networks, including the Internet. An early - and primary competitor was the Microsoft Windows NT operating system
NetWare Communications Processes
Protocols 

Most computer networks require that information transferred between two nodes be broken up into blocks, called packets. This packetizing makes the information more manageable for the sending and receiving nodes, and any intermediate nodes (bridge or routers). In addition to the information, or data, that is being transferred, each packet contains control information used for error checking, addressing, and other purposes. The protocols being used on the network define the content of this control information. In most cases multiple protocols exist within a packet and the control information for each protocol serves a different purpose. When multiple protocols are used, the control information for the highest level protocol is first placed around the data, then the control information for each subsequent protocol in the protocol stack is added to the beginning and/or end of the packet. This is called enveloping. (See Figure 1.)

The enveloping pattern illustrated in Figure 1 is common in the computer communications industry but the tasks assigned to each protocol in the packet differs for different vendor's implementations. In an effort to standardize the definition of protocols--and therefore make the networking implementations of different vendors interoperable--several standards organizations have been formed by governments and corporations. One of these, the International Standards Organization (ISO), has developed a model, called the Open Systems Interconnection (OSI) model, that specifies how protocols should be defined in the future. The OSI model separates the functions required for effective computer communications (such as error checking and addressing) into seven categories, or layers. These layers are the Application, Presentation, Session, Transport, Network, Data-Link and Physical layers.

Figure 1: Example of Multiple Protocols in a Packet.
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Having been defined prior to the finalization of the OSI model, the protocols used by NetWare do not all correspond exactly to the OSI model's definitions? NetWare uses a variety of protocols. Some of these protocols were developed specifically for NetWare; some are used throughout the networking industry. The protocols required for communications between NetWare workstations and file servers are the following:

· Medium-access Protocols

· Internet work Packet Exchange (IPX)

· Routing Information Protocol (RIP)

· Service Advertising Protocol (SAP)

· NetWare Core Protocol (NCP)

Medium-Access Protocol Implementations
A number of medium-access protocols have been defined, many of which are used with NetWare. The focus within this document is on the implementations of medium-access protocols, the most common of which are 802.5 Token-Ring, 802.3 Ethernet, Ethernet v2.0, and Arcnet. The 802.x protocols have been defined by the Institute of Electrical and Electronic Engineers (IEEE). Ethernet v2.0 was co-developed by Xerox and Digital Equipment Corporation, and Arcnet was developed by Datapoint, Inc. These medium-access protocol implementations are primarily concerned with the transport of packets from one node to another on a single network segment.

Medium-access protocols provide bit-level error checking in the form of a cyclic redundancy check (CRC). This CRC, which is appended to every packet that is transmitted, assures that 99.9999 percent of the packets successfully received will be free of corruption. In view of this level of integrity, NetWare does not provide any additional bit-level error checking within any of its upper-level protocols. (Note that bit-level error checking checks to make sure that bits within a packet have not been corrupted. The packet-level error checking discussed later checks that complete packets are not lost.)

Medium-access protocol implementations define the addressing that distinguishes each mode on a NetWare network. This addressing is implemented within the hardware of each network interface card (NIC). To move a packet to the proper node on a network, a medium-access control (MAC) header is placed at the beginning of every packet. This header contains source and destination node address fields to indicate where the packet originated and where it is going. Each NIC checks the destination address in the MAC header of each packet sent on the network segment it is attached to. If the destination address matches the NIC's own address, or if the packet is a broadcast packet intended for all nodes, the NIC will copy the packet.

Bit-level error checking and node addressing are provided by the majority of medium-access protocol implementations. IBM's Token- Ring (802.5) implementation defines a method of routing called source routing. Source routing allows ring segments to be interconnected by bridges, allowing administrators to segment network traffic. This requries that each workstation maintain a table of routes to the nodes it is communicating with. Furthermore, routing information must be included in the MAC header of each packet it sends. This information instructs bridges how to properly forward each packet to its destination. Source routing can be used instead of or in conjunction with NetWare routing.

Internet work Packet Exchange (IPX)
The IPX protocol was adopted by Novell from Xerox Network System's (XNS) Internet Datagram Protocol. IPX is a datagram, connectionless protocol that does not require an acknowledgement for each packet sent. This packet acknowledgement, or connection control, must be provided by protocols above IPX. IPX defines internet work and intranode addressing schemes, while relying on the network hardware for the definition of node addressing.

The network number assigned in NETGEN (NetWare 2.1x) is the basis of IPX's internet work addressing. Each network segment on a NetWare internet work must be assigned a unique network number. This network number is used by routers to forward packets to their final destination segment.

The IPX intranode address comes in the form of socket numbers. Since several processes are normally operating within a node, socket numbers provide a sort of mail slot so that each process can distinguish itself to IPX. As a process needs to communicate on the network, it requests that a socket number be assigned to it. Any packets that IPX receives that are addressed to that socket are passed on to the process. Hence, socket numbers provide a quick method of routing packets within a node.

Novell has reserved several socket numbers for specific purposes. These are shown in Figure 3. Since socket numbers are internal to each node, several workstations can use the same socket number at one time without any fear of confusion. All NCP requests from workstations must be addressed to socket 451h.

Figure 3: Socket Numbers Used in The NetWare Environment.
The network, node, and socket addresses for both the desetination and the source are held within the packet's IPX header. The IPX header is placed after the MAC header and before the packet data. (Packet data is usually the header of a higher-level protocol.) Figure 4 illustrates the structure of an IPX packet on an 802.3 network.

Figure 4: Structure of an IPX Packet.
[image: image2.png]Figure:

f: Structure of an IPX Packet
IPX Packet Sirvctre

Checoom by
Puct Lrgh__@ s

8023 Eibemet.
Packet Stroctue. / Tanpon Conl_01 by
Dxstintion Node ’ PakaType 0ty
SoutcoNote Desiraton Netwark 6 by
Longar Dosimaion Ko (€ bys)|
Dt Socker @ )|
Dus Sowee Nework (b9
SoweeNote @by
P Sowes Socket @)

Frame Chock Sequence (CRC)





Routing Information Protocol
The Routing Information Protocol (RIP) facilitates the exchange of routing information on a NetWare internetwork. Like IPX, the RIP was derived from the XNS. However, an extra field was added to the packet structure to improve the decision criteria for selecting the fastest route to a destination. This change prohibits the straight integration of NetWare's RIP with other undeviating XNS implementations.

The single packet structure defined by the RIP allows the following exchanges of information:

· Workstations locate the fastest route to a network number by broadcasting a route request (represented by "Route Request" entry on the TRACK ON screen).

· Routers request routing information from other routers to update their own internal tables by broadcasting a route request(represented by "Route Request" entry on the TRACK ON screen).

· Routers respond to route requests from workstations and other routers.

· Routers perform periodic broadcasts to make sure that all other routers are aware of the internetwork configuration.

· Routers perform broadcasts whenever they detect a change in the internetwork configuration.

The RIP packet structure is shown in Figure 5. This structure is enveloped within the data area of IPX. The Operation field indicates whether the packet is a request or a response. A 1 in this field indicates a request and a 2 indicates a response. The Operation field can be followed by one or more (I>n) sets of information, each consisting of a network number and the number of Hops and Ticks to that network number. A RIP packet can contain a maximum of 50 sets of network number information.

The term "Hops" refers to the number of routers that must be passed through to reach a network number. A "tick" is roughly 1/18 of a second (there are 18.21 Ticks in a second, to be precise). The number of Ticks measures how much time the packet takes to reach a network number. The number in this field is always at least one. The original XNS definition of the RIP did not include the Number of Ticks field. The Ticks field was added by the developers of NetWare so that the NetWare shell could estimate how long it should wait for a response from a file server. (This will be explained in the discussion of the shell's receive time-out.) Also, if multiple routes exist to a network number, a router uses the route with the shortest number of Ticks when forwarding packets to that network number.

If a RIP packet is a request for information, only the Network Number field applies; the Hops and Ticks fields are essentially nulled out. A response packet can be either a reply to a request from a router or workstation or a periodic broadcast by a router.

Figure 5: RIP Packet Structure.
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Service Advertising Protocol (SAP)
The Service Advertising Protocol (SAP) allows service-providing nodes--such as file servers, print servers, and gateway servers- -to advertise their services and addresses. The SAP makes the process of adding and removing services on an internetwork dynamic. As servers are booted up, they advertise their services using the SAP; when they are brought down, they use the SAP to indicate that their services will no longer be available.

Through the SAP, clients on the network can determine what services are available on the network and obtain the internetwork address of the nodes (servers) where they can access those services. This is an important function, since a workstation cannot initiate a session with a file server without first having that server's address.

A gateway server, for instance, will broadcast a SAP packet every 60 seconds (the period defined for all servers advertising with the SAP) onto the network segment it is connected to. The SAP agent in each router on that segment copies the information contained in the SAP packet into an internal table called the Server Information table. Because the SAP agent in each router keeps up-to-date information on available servers, a client wanting to locate the gateway server can access a nearby router for the correct internetwork address.

Like the RIP, the SAP uses IPX and the medium-access protocol for its transport. Figure 6 illustrates the SAP packet structure. The first field defines the operation that the packet is performing. The packet can perform five different operations.

· A workstation request for the name and address of the nearest server of a certain type (this is represented by a "Get Nearest Server" entry on a TRACK ON screen.)

· A general request, by a router, for the names and addresses of either all the servers or all the servers of a certain type on the internet work ("Send All Server Info." on TRACK ON.)

· A response to either a "Get Nearest Server" request ("Give Nearest Server" entry on TRACK ON) or a general request

· Periodic broadcasts by servers and routers

· Changed server information broadcasts

Following the Operation field are one or more sets of fields. Each set includes a service type server name, network address, node address, socket number and a number of Hop fields. If the packet contains information about more than one serer, it will contain more than one set of fields (n sets of fields). Each SAP packet can contain information about up to seven servers.
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NetWare Core Protocol
The NetWare Core Protocol (NCP) makes interaction between clients and file servers possible by defining two aspects of their interaction, connection control and service request encoding. Because the creation and handling of NCP packets is done by the NetWare shell or NetWare Requester for OS/2, you do not need an in-depth understanding of the NCP, but you should have some idea of what the protocol does.

The NCP provides its own session control and packet-level error checking instead of relying on other protocols for these functions. Consequently, the modularity of the protocol stack is reduced but, in the long run, a more efficient mechanism is attained. Figure 7 shows the general structure of an NCP packet. When a client establishes a session with a file server, it is assigned a connection number. This connection number must be included in all subsequent service requests that the client submits. The connection number allows the file server to keep track of which clients are making requests, for response and security purposes.

Figure 7: Structure of an NCP Packet.
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Each NCP request packet submitted on a given connection must be assigned a sequence number by the client. The first request following the establishment of the connection is assigned the number 1; that number is incremented by one for each subsequent request. When a file server finishes processing a request, it places the sequence number for that request in the response packet. Hence, the client can make sure that it is receiving the correct responses for the requests that it submits.

Each of the services available at a NetWare file server has been assigned a number. When it needs to submit a request to a server, the shell or requester places the number--as well as any additional information that might be needed--in the service code field of NCP packet. Depending on the service being requested, the NCP might provide additional fields for the shell to give specific instructions to the file server--such as which part of a file to read. The file server might report any problems or errors that might have occurred while processing the request in these additional fields.

Network interconnection devices 
The addressing method depicted in Figure 8 is used when the two nodes reside on the same physical segment (or ring) or if they reside on separate segments interconnected by repeaters or bridges. A repeater is a Physical Layer (OSI model) device that amplifies the signal of one segment onto one or more other segments. Repeaters are used to extend the maximum possible distance between end nodes on a segment. They are completely transparent to the sending and receiving nodes.

A bridge is a Data-Link Layer device used to interconnect cable segments locally or over wide area network links. Instead of simply amplifying a signal as repeaters do, bridges retransmit packets received on one segment onto another segment. Bridges are considered Data-Link Layer devices because they examine the data-link (or MAC header) portion of packets before retransmitting them onto other segments. There are two predominant types of bridges, transparent bridges and source routing bridges.

Transparent bridges interconnect two or more segments. They examine the MAC header source and destination fields of every packet transmitted on their connected segments. From the source address fields of packets, these bridges develop a table of the nodes that reside on (or are accessible through) each of their connected segments. With this table of information, a bridge can determine whether packets should be passed on to other segments.

Figure 9 shows a transparent bridge connected to two separate segments. After examining the packets transmitted on both segments it creates a table that tracks which nodes exist on each segment. With this table, the bridge can filter unnecessary traffic. For instance, if node 1 sends a packet to node 5, the bridge will not retransmit that packet on its port B. It will, however, retransmit packets sent from node 1 to node 7. Like repeaters, transparent bridges--as their name implies--are transparent to the sending and receiving nodes.

Advantages of NetWare communication 
· Central user ID administration 

· Automatic extention of iSeries user profile attributes 

· Automatic creation of NetWare group and user objects 

· Automatic creation of NetWare authentication entries 
Disadvantages of NetWare communication 
· Server faults stop applications being available 

· Network faults can cause loss of data. 

· System open to hackers 

· User work dependent upon network 

· Network fault could lead to loss of resources 

Application

it provides transparent remote file access and numerous other distributed network services, including printer sharing and support for various applications such as electronic mail transfer and database access
 Implementing or administrating large NetWare internet works. 
It will also be useful to individuals and organizations developing applications specifically for NetWare. 
Conclusions
NetWare's client-server communications are governed by a series of protocols. These protocols can be broken up by functionality: protocols used for all communications (the medium access protocols and IPX), administrative protocols (the RIP and SAP), protocols concerned with connection control (the NCP and Watchdog) and, finally, the protocol with defines the coding of service requests (the NCP). This document explains the operation and interoperation of these protocols; however, it does not attempt to apply this information to all possible network configurations and environments. It is up to you to apply this information to your specific network(s).
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