Introduction

      In recent years the Internet has been transformed from a special purpose network to an ubiquitous platform for a wide range of everyday communication services. The demands on Internet

reliability and availability have increased accordingly. 
A disruption of a link in central parts of a network has the potential

to affect hundreds of thousands of phone conversations or TCP

connections, with obvious adverse effects.

The ability to recover from failures has always been a central

design goal in the Internet [1]. IP networks are intrinsically robust,

since IGP routing protocols like OSPF are designed to update

the forwarding information based on the changed topology

after a failure. This re-convergence assumes full distribution of

the new link state to all routers in the network domain. When

the new state information is distributed, each router individually

calculates new valid routing tables.
        This network-wide IP re-convergence is a time consuming

process, and a link or node failure is typically followed by a

period of routing instability. During this period, packets may

be dropped due to invalid routes. This phenomenon has been

studied in both IGP  and BGP context , and has an adverse

effect on real-time applications . Events leading to a

re-convergence have been shown to occur frequently .

Much effort has been devoted to optimizing the different steps

of the convergence of IP routing, i.e., detection, dissemination of

information and shortest path calculation, but the convergence

time is still too large for applications with real time demands

[6]. A key problem is that since most network failures are short

lived [7], too rapid triggering of the re-convergence process can

cause route flapping and increased network instability .
